Introduction:

Conference and Journal papers published by Prof. Coldren, together with his students, post docs, and other collaborators in 2006, are contained in this edition of Research in Optoelectronics (A). These generally focus on III-V semiconductor lasers and related photonic integrated circuits. The work spans efforts from basic materials and processing technology, through device physics and design, to device formation, characterization, and insertion into systems demonstrations.

The reprints have been grouped into four areas: I. Photonic IC Technology & Devices; II. Photonic IC Wavelength Converters; III. MBE Technology & Devices; and IV. Spin-Wave Physics of Quantum Structures. The majority of the work is in the first area, which has been further subdivided into A. PIC Technology; B. PIC Transmitters and Receivers; and C. Analog PICs and RF-Photonics. In the second, Wavelength Converter group we have the subdivisions: A. Photo-Current Driven Wavelength-Converters and B. “All-Optical” Wavelength-Converters and Buffers@ 40Gb/s. The MBE work contains A. GaAs-based Vertical-Cavity Lasers and Technology; B. InP-based Vertical-Cavity Lasers and Technology; and C. In-plane Short-Cavity Lasers. All of the epitaxial wafers for this work except for the MBE group are grown on InP by MOCVD. The epitaxial growth activity is strongly supported by Prof. DenBaars (MOCVD) and Prof. Gossard (MBE), who co-advis e the students involved in these areas. Thus, their contributions have been invaluable to the research, even when they do not appear as co-authors on the device oriented papers.

The work was performed with funding from several grants from industry and government, some gift funds from industry, and support from the Kavli Endowed Chair in Optoelectronics and Sensors. Specific projects included one on wavelength converters and photonic networks under the DARPA DoDN program (Prof. Blumenthal, PI); an analog receiver project sponsored by DARPA Phorfront (Prof. Bowers, PI); two projects to create very high-efficiency optical interconnects for ICs using either edge-emitting short-cavity laser-modulators (supported by the DARPA C2OI program) or directly-modulated vertical-cavity surface-emitting lasers (supported by a UC-MICRO with IBM).

The first group of reprints (I.A. PIC Technology) summarizes efforts to make highly-functional and efficient widely-tunable transmitters, receivers and transceivers using the integration platforms recently developed at UCSB. Most of the publications describe the quantum-well intermixing (QWI) technique, which involves post-growth processing to selectively alter the bandgap or absorption edge across the wafer. As described in previous years, waveguides with several bandgaps can be integrated together in this way to provide for gain, modulator, passive, and tuning regions without any additional regrowths. Devices using this technology are included in the transmitter and wavelength converter sections as well. With the addition of offset gain and absorber regions for high-saturation power SOAs and photodetectors, receivers have also been integrated together with transmitter sections on a single chip.
Figure 1 gives both transmitter and wavelength converter results from an InP transceiver chip that uses QWI. It contains a high-gain, high-saturation power optical receiver, which incorporates a two-stage SOA and a UTC detector, as well as a widely tunable transmitter, which integrates a quantum-well EA-modulator with a Sampled-grating DBR (SGDBR) laser. The results show both the transmitter stage modulation bandwidth as well as wavelength conversion with the receiver connected to the transmitter.

A second widely-tunable 40 Gb/s transmitter result is shown in Fig. 2. In this case the integration platform does not involve QWI, but it uses an offset gain layer that is grown.
on top of the interconnecting waveguide, which also contains quantum-wells. This gain layer is removed prior to regrowth of the upper waveguide cladding in regions where modulators, splitters, or passive interconnects are desired. In this case a series-connected Mach-Zehnder modulator (MZM) follows the widely-tunable SGDBR laser. Photocurrent-driven wavelength converters have also been made with this chip by incorporating an SOA-PIN receiver beside the transmitter.

As an example of work in the Analog PICs and RF-Photonics area we show some results from an integrated phase demodulator chip in Fig. 3. In this case there is no integrated transmitter, but a local reference oscillator (LO) must supply a second cw input in addition to the modulated signal to be received. The demodulator is a receiver for phase modulated optical signals, which converts the phase modulation to intensity modulation. Feedback from a balanced heterodyne detector pair to a tracking modulator is used to reduce the output swing to enable linear demodulation with phase modulation depths of many radians. A small portion of the feedback signal is also used as the received output. The figure shows how the two detectors are series connected to form the balanced heterodyne receiver as well as two-tone linearity measurements.
Figure 3. (top) Schematic of linear phase demodulator and cross section of series-connected waveguide detectors. (bottom) Two-tone Spur-free dynamic range (SFDR) measurements illustrating the level of the 3\textsuperscript{rd} order intermodulation distortion term (IMD3) relative to the fundamental as a function of input modulation power.

Figure 4 shows some results from our work on in-plane short-cavity laser-transmitters. The objective here is to make a relatively high-power, high-speed, high-efficiency transmitter within a small footprint. The goal is to out-perform VCSELs which are limited in output power and direct modulation speed. We show a short-cavity laser integrated with an EA-modulator together with an integrated output deflection mirror and collimating lens to provide for vertical emission if desired. The output mirror for the in-plane laser is a short relatively-strong grating. We are also exploring the use of second order gratings for surface emission. Initial results have given single-mode output powers up to 10 mW with modulation bandwidths exceeding 20 GHz both at 1550 nm and 980 nm. The results shown are for the more recent results at 980 nm. Although initial digital results were taken at 10 Gb/s, the modulation bandwidth suggests that operation up to 40 Gb/s should be possible.

Figure 5 shows recent 980 nm VCSEL results. In this case we are attempting to actually demonstrate direct modulation of the vertical-cavity laser to 40 Gb/s. The results indicate a new record in modulation bandwidth for a given current and power dissipation. More recent results (to be published in 2007) show significant increases above even this record result.
Figure 4. In-plane short-cavity laser-transmitter results. (top) Schematic; (bottom) EAM frequency response and bit-error rate at 10 Gb/s.

Figure 5. 980 nm VCSEL results. (top) Cross-sectional schematic and SEM of top of wafer. (bottom) Power out and voltage vs. dc current and small-signal frequency response for various bias currents.
The final group of papers, **IV. Spin-Wave Physics of Quantum Structures**, lists two papers that utilized GaAs-based MBE material grown by Prof. Coldren’s group. This supported two separate research efforts on spin waves. We continue to be receptive to outside collaborations that can use our expertise in materials growth to some advantage.
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I. Photonic IC Technology & Devices

A. PIC Technology
Advanced Integration Schemes for High-Functionality/High-Performance Photonic Integrated Circuits

James W. Raring, Matthew N. Sysak, Anna Tauke-Pedretti, Mathew Dummer, Erik J. Skogen, Jonathon S. Barton, S. P. DenBaars, and Larry A. Coldren
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ABSTRACT

The evolution of optical communication systems has facilitated the required bandwidth to meet the increasing data rate demands. However, as the peripheral technologies have progressed to meet the requirements of advanced systems, an abundance of viable solutions and products have emerged. The finite market for these products will inevitably force a paradigm shift upon the communications industry. Monolithic integration is a key technology that will facilitate this shift as it will provide solutions at low cost with reduced power dissipation and foot-print in the form of highly-functional optical components based on photonic integrated circuits (PICs). In this manuscript, we discuss the advantages, potential applications, and challenges of photonic integration. After a brief overview of various integration techniques, we present our novel approaches to increase the performance of the individual components comprising highly functional PICs.

Keywords: Semiconductor lasers, semiconductor optical amplifiers, electroabsorption modulators, metalorganic chemical vapor deposition, photodetectors, wavelength-division multiplexing.

1 INTRODUCTION

TERAHERTZ carrier frequencies characteristic of lightwave communication systems have enabled the necessary bandwidth to meet the increasing demand for higher data rates. Furthermore, optical communication systems in the 1.30µm to 1.55µm wavelength range offer desired low dispersion and loss characteristics allowing for high-bit-rate long-distance transmission with reduced repeater spacing over that of electrical coaxial lines. The finite market in the telecommunications industry coupled with an abundance of chip vendors offering unique solutions creates intense competition. The prevailing technology in this competition will not only fulfill the required performance specifications for the application, but will also be low cost and possess additional desired characteristics such as a compact foot print and low power consumption. Monolithic integration of optoelectronic components is the answer to this challenge. The generation, detection, modulation, switching, and transport of light on chip not only enables cost reduction, but also allows for a new generation of high functionality photonic integrated circuits (PICs) with reduced size and power dissipation.

The majority of optoelectronic components comprising modern day communications systems are discrete in nature. Several of these discrete components with differing functions are then interconnected using fiber splices in a configuration to provide the required system functionality. The underlying advantage of this method is that each component is optimized for one specific function, enabling deployment of state of the art components. However, there are several shortcomings involved with this method. The difficulty in efficiently coupling light on and off each discrete chip is great. Advances in the coupling between the semiconductor chip and optical fiber using mode converters is a significant step in reducing the coupling loss, yet coupling is still a dominant source of optical loss. Another draw back
to discrete components is the expense involved with packaging each component individually. This is the major expense as devices are taken from fabrication to deployment. A reduction of the packaging cost can be accomplished by using co-packaging of optoelectronic components although device-to-device coupling is still an issue.

The monolithic integration of the optoelectronic devices on a single chip offers the potential to completely eliminate the device-to-device coupling problem. This can provide a significant reduction in packaging cost and package size as well as increased reliability and reduced power dissipation. Increased reliability results from the elimination of possible mechanical movements amongst the elements of an optical train and the reduced driving currents allowed by the reduction in optical coupling loss between elements. The reduction in required drive currents subsequently results in decreased device power consumption.

### 1.1 The Challenge of Monolithic Integration

There are several examples of high functionality PICs where multiple active components are placed on a common chip. Widely-tunable transmitters, photocurrent driven wavelength converters (PD-WC), and transceivers are three such examples, as these devices will facilitate enabling technologies in wavelength division multiplexing (WDM) applications such as dynamic provisioning, reconfigurable optical add/drop multiplexers (ROADMs), wavelength routing, and optical packet switching. The latter two devices require the monolithic integration of widely tunable light sources such as the sampled-grating DBR laser (SG-DBR) with modulators, semiconductor optical amplifiers (SOA), and photodiodes.

The widely-tunable electroabsorption modulator (EAM) based PD-WC making use of a receiver ridge parallel to a transmitter ridge is a viable architecture for single chip wavelength conversion. The PD-WC is a particularly challenging device since the individual components comprising the PIC necessitate unique waveguide architectures for optimum performance. Low threshold, high efficiency lasers require high optical confinement QW active region architecture for maximized modal gain. Integrated QW EAMs utilizing the quantum confined stark effect (QCSE) for high efficiency, necessitate a QW band-edge that is blue-shifted from that of the laser or SOA operation wavelength for reasonable insertion loss/extinction properties. State of the art SOAs employ measures for reduced photon density in gain region such as low optical confinement QWs, so high saturation powers can be achieved. Finally, high performance photodiodes employ a bulk absorber region and can make use of unique waveguide or internal structure design for high photocurrent/high speed operation. The unique characteristics required by each component for optimum performance clearly poses significant difficulty in realizing a high performance single-chip wavelength converter.

### 1.2 Guidelines for Monolithic Integration

There are some general requirements that must be fulfilled when monolithically integrating optoelectronic components. First, each integrated component must function as intended. The performance of each integrated component must operate at a level that will enable the PIC as a whole to achieve its specified performance level. Clearly, as these levels are increased, the performance demands of the individual integrated components will also be increased. The second requirement is that the operation of one component must not adversely effect the operation of another. That is, each component should be isolated from the other components on chip and function as if it were discrete. These requirements allow for the design of PICs using an optoelectronic building blocks approach such that discrete components sharing a common growth and processing platform can be combined in a way that creates a higher functionality device or PIC. When implementing a method for monolithic integration, the trade-off between fabrication difficulty and device optimization capabilities should be carefully weighed since added processing steps and growth complexity can lead to increased manufacturing costs and yield reduction. Additionally, the method should not be prohibitively time consuming or expensive. A review of some of some integration methods are given in the following section.
When selecting the appropriate integration method for the specific device, the strengths and weaknesses of the candidate methods should be carefully considered with the understanding that the design flexibility of the integration scheme must be increased as the PIC functionality and performance demands are increased. The butt-joint regrowth method is an example of an integration scheme offering a high degree of versatility. This method involves the selective removal of the as-grown waveguide/MQW region followed by the non-planar selective regrowth of waveguide/MQW material with the desired band edge and waveguide architecture. The butt-joint regrowth process, depicted in Fig. 1a, is highly-flexible as it enables the use of a centered QW (c-MQW) active region for maximized modal gain and allows each integrated component to possess a unique band edge or waveguide architecture. Once all desired structures are realized on chip with the butt-joint method, an additional regrowth is performed for the upper cladding. This technique allows for a high degree of separate optimization of the individual components within the PIC. However, the difficulty associated with matching thickness and achieving the desired composition to avoid reflection and loss at the interface is great. Furthermore, the complexity of this process is compounded as the number of desired band edges and waveguide architectures is increased since each will require an additional regrowth.

Selective area growth (SAG) has been shown to be useful in providing multiple band edges across the wafer in a single growth step. In this method a dielectric mask is patterned on the wafer, which is then subjected to MOCVD growth. Growth is limited to regions between the dielectric mask, where thickness and composition of the growing layers are modified based on the adjacent mask pattern. Following the selective growth, the dielectric mask is removed and an additional regrowth is performed for the upper cladding. A schematic diagram illustrating this method is shown in Fig. 1b. This technique provides the capability to realize c-MQW active regions for maximized modal gain and QW EAMs on the single chip with a single growth. However, since this technique exploits the contrast in surface kinetics of the growth constituents on the semiconductor and dielectric, a high degree of calibration/optimization is required to tightly control the reactor conditions. Surface diffusion lengths limit the abruptness of the transition region, which may be on the order of tens of microns. Additionally, the optical mode overlap with the MQW may not be ideal in all sections due to the thickness variation.

An established and very simple integration platform is based on the use of offset QWs, where the multi-quantum well (MQW) active region is grown above a passive bulk waveguide. This allows for the selective etching of the MQW in regions where gain is not required, leaving the non-absorbing waveguide. Once the active and passive regions have been defined, the upper cladding is regrown. A schematic of this method is shown in Fig. 1c. Although this is a relatively simple process and does not add significant processing steps in the case of the widely-tunable SG-DBR laser, it allows for only two band edges on a single chip, one from the MQW and one from the waveguide. Not only is the modal gain in the offset QW design less than optimal since the peak of the optical mode is offset from the QWs, but also when integrating an EAM with the SG-DBR laser the trade off between loss, tuning, and absorption may lead to reduced performance of one or more components. Furthermore, this scheme forces the use bulk Franz Keldysh (FK) type EAMs.
which are not as efficient as QW EAMs based on the Quantum Confined Stark Effect (QCSE)\textsuperscript{11}.

3 BACKGROUND: INTEGRATION FOUNDATIONS

Although there has been some great success in producing PICs based on the various methods discussed above, these fabrication schemes require a significantly increased level of growth complexity as the PIC functionality is elevated. These techniques rely on butt-joint regrowth or SAG to realize blue-shifted QWs on the same chip as a laser for use in an EAM. Furthermore, aside from the butt-joint method, these schemes provide little flexibility in the cross-sectional waveguide architectures. This has limited the performance of previous single-chip EAM-based PD-WCs since they were fabricated using the offset QW platform in which inefficient FK type EAMs were employed\textsuperscript{3}. In other work, it was the common QW stack used in the laser, SOA, and photodetector, that ultimately limiting the linearity of the receiver and hence the overall device performance\textsuperscript{4}. Thus a key challenge of the PIC designer has been to allocate the trade-offs in such a way that the overall performance of the device is sufficient for the intended application. With this, there is clearly a demand for integration solutions that provide greater design flexibility without significant increase in fabrication complexity.

3.1 Dual QW Platform for Integrated QW EAM

Electroabsorption modulators can greatly benefit from the presence of QWs in the absorption region since the QCSE can be exploited to enable higher absorption efficiency and lower insertion losses\textsuperscript{11}. However, as mentioned above, achieving multiple QW band edges on the same chip for the integration of a QW EAM with a laser often includes added growth/processing complexities, which makes simple solutions offering these characteristics attractive. The simple offset QW method discussed above has been used with great success in fabricating various integrated structures: SG-DBR lasers with integrated EAMs\textsuperscript{12}, SG-DBR lasers with integrated semiconductor optical amplifiers (SOAs)\textsuperscript{13}, SG-DBR lasers with integrated Mach-Zehnder modulators\textsuperscript{14}, optical receivers\textsuperscript{15}, and wavelength converters\textsuperscript{3,16}. However, in addition to the non-optimal modal gain, the main drawback of the offset QW method is the limitation of each integrated component to one of two band edges, the active QWs or the bulk waveguide. Thus, this scheme does not allow for the flexibility necessary for the fabrication of PICs requiring multiple QW bandedges for use in lasers and EAMs.

In recent progress we have demonstrated the capability to realize a second MQW band-edge on chip using the same simple processing scheme employed in the offset QW method. This is accomplished by growing an MQW centered within the bulk waveguide below the offset MQW. The waveguide MQW is blue shifted from the bandedge of the active offset QWs to be used in gain regions. Since the resulting structure contains two stacks of QWs, this scheme is called the dual QW platform and is depicted in Fig. 2a. With only a moderate increase in the base structure growth complexity, QW EAMs can now be realized on the same chip as widely-tunable lasers using the identical simple processing steps as in the offset QW method. This scheme offers a large degree of EAM design freedom since the MQW design can be tailored without disruption of the laser active region. This freedom opens new avenues for the use of specially designed wells for optimum modulator performance in terms of well depth, well/barrier width, and well symmetry.
Furthermore, for the bulk FK EAMs, relatively high waveguide doping levels (~2E17 cm$^{-3}$) have been incorporated in the past to achieve large peak electric fields in order to maximize device efficiency. This is not conducive to high speed operation due to the large associated capacitance associated with the structure. For the dual QW platform, it is actually detrimental to performance to have high waveguide doping levels. Since doping that is above the QW active region will lower the electric field, and reduce the device efficiency. As a result, the doping in the waveguide portion of the structure has been lowered significantly (5E16 cm$^{-3}$). This allows for lower EAM capacitance and hence higher bandwidths along with enhanced EAM efficiency when compared with the more traditional offset QW EAMs.

To maintain high device output powers, it is critical that the unbiased absorption edge of the MQW centered in the waveguide not provide unreasonable amounts of loss since these QWs will be present throughout all passive components and mirror sections in addition to the EAMs. The propagation loss versus wavelength was measured for different waveguide MQW designs possessing photoluminescence (PL) peaks of 1460nm, 1480nm, and 1490nm using an integrated tunable laser and passive photocurrent taps placed at various propagation distances. The results of this study, shown in Fig. 3a, demonstrate the trade-off in passive loss versus decreasing absorption edge of the EAM wells, which results in high EAM absorption efficiencies. From this data, the design employing waveguide QWs with a PL peak of 1480nm was used for PIC fabrication as the propagation loss across the full optical communication C-Band remains below 17 cm$^{-1}$ and is not unreasonable for the applications discussed in this work. The epitaxial base structure of this design used a standard active offset MQW with seven 6.5 nm compressively strained QWs and eight 8.0 nm barriers with a peak photoluminescence wavelength of 1550nm. The MQW centered within the waveguide consisted of seven 9.0 nm compressively strained wells and six 5.0 nm tensile strained barriers. As shown in Fig. 3a, the loss

A necessary characteristic of the dual QW platform is that the presence of the QWs in the waveguide not hinder carrier transport to the offset MQW used in the laser active regions and/or SOAs. More specifically, electrons must now traverse the waveguide MQW before arriving at the offset MQW for recombination with injected holes. Fabry Perot (FP) broad area laser (BAL) devices were fabricated using the dual QW platform and were subjected to pulse testing. The inverse differential efficiency versus FP laser length was plotted to extract the injection efficiency and modal loss. The injection efficiency was found to be 73% and the modal loss was found to be ~6 cm$^{-1}$, which are both in close correlation to the 73-76% injection efficiency and ~6cm$^{-1}$ loss observed for BAL devices fabricated on the standard offset QW platform. By using a two parameter fit to plot the BAL device modal gain versus current density as shown in Fig. 3b, a transparency current density of 270 kA/cm$^2$ and material gain parameter of 764 cm$^{-1}$ was extracted. The close correlation of all material properties extracted from dual QW BALs with those previously extracted from BAL devices fabricated using the standard offset QW platform demonstrates efficient electron transport through the waveguide wells and into the offset wells.
3.2 Quantum Well Intermixing for Centered Quantum Well Active Regions and Integrated QW EAM

Another method to realize multiple QW bandedges is through quantum well intermixing (QWI), which allows for the strategic, post growth, tuning of the QW band edge using a relatively simple procedure. As this technique enables the employment of centered MQW active regions for maximized modal gain lasers and blue shifted QWs for use in EAMs, QWI breaks the trade-off associated with the simple fabrication scheme offered by the offset QW method and the design flexibilities offered by butt-joint regrowth and SAG. QWI makes use of the metastable nature of the compositional gradient found at heterointerfaces. The natural tendency for materials to interdiffuse is the basis for the intermixing process. Also, because QWI does not change the average composition, but only slightly changes the compositional profile, there is a negligible index discontinuity at the interface between adjacent sections. This eliminates parasitic reflections that can degrade performance.

There are several methods to accomplish QWI\textsuperscript{17,18,19}. In this work we employ the implant-enhanced interdiffusion technique, which relies on the diffusion of point defects created during an ion implantation into an InP implant buffer layer grown above the MQW active region. This method has been shown to have good spatial resolution, and be controllable using anneal time, temperature, and implant dose\textsuperscript{5}. Furthermore, we have developed a method to further control the QWI process by achieving any number of QW band edges in the structure using selective removal of the catalyst. This method requires a single ion implant followed by a rapid thermal anneal step. The extent of intermixing is precisely controlled using the anneal time. Once the desired band edge is reached for a given region, the anneal is stopped and the point defects are removed in that region by selective removal of the InP implant buffer layer. The anneal is then continued until the desired band edge in another section is reached, at which point the point defects are removed in this section. The process, illustrated in Fig. 4a, can be repeated to achieve any number of band edges across the wafer as demonstrated in Fig. 4b with a plot of photoluminescence peak versus anneal time for samples with and without implantation and samples with the implant buffer layer removed.

Several aspects of the QWI material are crucial for the successful operation of PICs incorporating SG-DBR lasers and QW EAMs and required characterization. The loss in the passive and mirror regions must be made low such that high device output powers can be achieved. To characterize the loss properties of intermixed material, active/passive buried ridge stripe (BRS) Fabry-Perot (FP) with different magnitudes of photoluminescence shift were pulse tested using the cleave back method. The FP laser devices possessed an active length of 500 µm and an initial passive waveguide length of 2500 µm. The passive region loss was plotted as a function of photoluminescence peak wavelength at an operation wavelength of 1570 nm, as shown in Fig. 5a. An exponential curve provides a good fit with the data. As evident from the figure, the passive region modal loss is strongly dependent on the relative position of the intermixed band edge.

Fig. 4. (a) Schematic of the intermixing process. From left to right on top; ion implantation followed by rapid thermal annealing. From left to right on bottom; selective removal of vacancy point defects required for blue-shifting, followed by an additional anneal (b) Peak photoluminescence peak shift as a function of anneal time, showing the initial linear increase in the peak shift and the complete halting of the peak shift for samples for which the implant buffer layer has been etched. Symbols indicate nonimplanted (triangles), implanted (circles), and samples with partial anneal followed by the removal of the implant buffer layer (squares).
Maximizing the magnitude of intermixing can minimize the modal loss in the passive region.

As mentioned in the introduction, QW EAMs are desirable over bulk FK EAMs due to performance enhancement resulting from the QCSE, which gives rise to a strong exciton peak in the material absorption spectrum and can result in low and even negative chirp behavior in an EAM. Thus for the realization of an optimum EAM, it is crucial that the QWI process does not severely degrade the absorption characteristics of the as-grown material. This effect was studied using photocurrent spectroscopy on diodes fabricated with as-grown ($\lambda_{pl} = 1537$) and material intermixed to two levels ($\lambda_{pl} = 1483$ and $\lambda_{pl} = 1429$) at bias levels from 0 to -6 V in -0.5 V increments. The results of this study are shown in Fig. 5b. The devices used in this study contained seven 6.5 nm compressively strained QWs and eight 8.0 nm barriers placed between two 120 nm bulk waveguides. The effect of QWI on the exciton peak is made clear by comparison of the band edges for the as-grown and intermixed regions of the photodiodes. As the degree of intermixing increases, and the exciton peaks shift to shorter wavelengths, the exciton magnitude decays. With increased intermixing, the exciton peaks also decay more rapidly as a function of applied bias voltage. Although there is some degree of exciton degradation with intermixing, the exciton remains the dominant characteristic of the absorption spectra, especially for intermixing levels required for EAM employment.

This method of QWI has been further qualified through the successful fabrication of short-cavity distributed Bragg reflector (DBR) lasers with integrated EAMs, widely-tunable multi-section sampled-grating (SG) DBR lasers with integrated EAMs, and chip-scale wavelength converters. A detailed review of these devices fabricated using our QWI method along with a thorough description of the fabrication process can be found elsewhere.

4 CHALLENGES OF INCREASED FUNCTIONALITY PIC

Although both of the foundational integration technologies discussed above enable the use of QWs in the EAM regions and QWI provides maximized modal gain in the lasers, significant limitations are imposed as higher PIC functionality is required. This is a result of the limited waveguide architecture options for use in the integrated components. In the case of the widely-tunable EAM based PD-WC, the integration of SOAs and photodetectors with the SG-DBR laser and EAM is required. When employing the simple yet versatile dual quantum well or QWI schemes for device fabrication, the SOA gain region must make use of the same MQW active region as used in the laser. Since these components have different functionalities, it is clear that they will also require different considerations when designing the MQW active region.

High modal gain is desired in the laser such that low threshold currents, high wall plug efficiency, and high output powers can be achieved. The threshold modal gain ($\Gamma_{th}$) is governed by Eq. 1, where $\Gamma$ is the optical confinement factor, $g_{th}$ is the threshold material gain, $\alpha_c$ is the optical loss in the cavity, and $\alpha_m$ is the mirror loss. From Eq. 1 it is clearly advantageous to maximize the optical confinement factor within the laser to achieve high modal gain. The
output saturation power, $P_{os}$, defined as the output power at which the gain drops by 3 dB, is a critical consideration in SOA design. The output saturation power can be approximated by Eq. 2\textsuperscript{25}, where $G_o$ is the unsaturated gain, $w$ is the width of the gain region, $d$ is the thickness of the gain region, $a$ is the differential gain of the material, $\tau$ is the carrier lifetime, and again $\Gamma$ is the optical confinement factor. From Eq. 2, it is clear that for the realization of high saturation power SOAs, a low optical confinement factor is desirable. Thus, there is clear performance trade-off between the integrated laser and SOA imposed by the optical confinement properties of the device architecture.

Since the core component of the PICs discussed in this work is the widely-tunable SG-DBR laser, the first design consideration of the MQW active region must be given to the laser performance. Thus, the confinement factors in the base structure MQW active regions are designed to be relatively high at 6-9% for seven active QWs employed in the dual QW and QWI platforms, respectively. Without modifications for enhanced SOA performance, the saturation power of the SOAs is expected to be on the order of 11-13 dBm at current densities in the range of 10 kA/cm\textsuperscript{2}.

$$\Gamma g_{th} = \alpha_i + \alpha_m \quad \text{Eq. 1}$$

$$P_{os} = \frac{G_o \text{Ln}(2)}{G_o - 2} \left( \frac{wdh\nu}{\alpha \Gamma \tau} \right) \quad \text{Eq. 2}$$

Another limitation imposed on highly functional PICs such as the PD-WC when using the dual quantum well or QWI integration platforms pertains to photodetectors. In the dual QW platform, the photodetector absorption region must utilize either the offset MQW used in the laser or the higher energy bandedge centered MQW used in the EAMs and passive components as shown in Fig. 2b. In the QWI platform, the photodetector is forced to use the centered MQW with any of the available bandedges rendered with QWI. In both cases, the best choice is the as-grown active QWs, since these wells have the lowest energy absorption edge resulting in the highest absorption coefficient and least wavelength dependence. Since this structure sandwiches intrinsic QWs between the p and n-type cladding layers, the resulting photodetector structure is classified as a p-i-n photodiode which employs QWs in the absorbing medium. While the active QWs are the best available option on these platforms, they are definitely not the optimum choice for use in a photodetector. The reasons for this are threefold: The potential barriers introduced by the QWs in the absorbing region hinder carrier escape, which results in premature saturation properties. The high confinement factor leads to a steep exponential absorption profile that results in a front-end-concentrated current density, again leading to saturation. Finally, since the thickness of the intrinsic region is set by the MQW active region design, the PIC designer has little freedom to tailor the electric field strength and profile in the photodetectors. Conventional p-i-n photodiodes operating in the 1.55 μm range employ a bulk absorber such as InGaAs with a lower energy bandgap than that of the operating wavelength to avoid complications associated with QWs and minimize wavelength dependent absorption properties. More advanced devices employ special architectures such as evanescently coupled waveguide schemes to create a uniform absorption profile along the detector and minimize front-end saturation\textsuperscript{26}. In the following sections we will explore techniques to improve integrated SOA and photodetector performance.

## 5 TECHNIQUES FOR ENHANCED PIC PERFORMANCE

### 5.1 2-Dimensional Solutions: Flared Waveguide

By inspection of Eq. 2, it is clear that there are several possible approaches to increasing the saturation power within an SOA. Reduction of the carrier lifetime and/or differential gain through the use of a differing gain material such as quantum dots or through higher current density operation would both be beneficial to the SOA performance\textsuperscript{27}. Another approach would be to reduce the photon density over the gain medium, which can be accomplished by reducing the optical confinement factor or by increasing the cross-sectional area of the active region to expand the optical mode\textsuperscript{28}. Perhaps the latter of the two options would be the simplest method to increase the saturation power. When increasing the cross-sectional area of the active region, one has the option to increase the thickness (d) and/or the width (w) of the gain material in the active region. However, in typical waveguide configurations such as the surface-ridge architecture, an increase in thickness of the active material also leads to an increase in the confinement factor and is actually detrimental.
to the saturation power. However, the optical confinement factor is relatively insensitive to the waveguide width, such that the width can be increased without significant increase in confinement factor. Furthermore, the width of the waveguide is simply controlled with the lithographic mask design such that waveguide flares can be implemented without any increase in fabrication or growth complexity.

In order to study the saturation power benefits offered by simple waveguide flares, photoreceivers consisting of SOAs and QW p-i-n detectors with various waveguide flare/taper schemes were fabricated using the offset QW process\textsuperscript{15}. The SOAs were designed as two-stage amplifiers. The first stage uses 200-µm-long by 3-µm-wide waveguide to provide unsaturated gain for low input powers while keeping amplified spontaneous emission noise to a minimum. The second stage employs a linearly flared waveguide from 3 µm to between 6 µm and 12 µm. Curved and flared input waveguides were used for reduced parasitic reflections. The devices were soldered to Cu blocks for continuous wave (CW) testing at an input wavelength of 1548 nm in the TE polarization state. A scanning electron micrograph of the photoreceivers is shown in Fig. 6a.

The output power at which the gain rolls off by 1dB is plotted versus input power at a current density of 8.3 kA/cm\textsuperscript{2} for the different SOA designs in Fig. 6b. From this plot it is seen that the 1dB compression point can be increased from the 10-11 dBm range with no flare to nearly 16 dBm at a final flare width of 12 µm. The result is a 3-4X increase in power handling capabilities of the SOA through the use of simple waveguide flares. Furthermore, as shown by the plot of device gain versus length in Fig 7a, with the proper choice of device length, the SOA gain can be on the order of 20 dB.

The saturation point of a photodetector can be classified by the photocurrent density at which the power out versus power in response compresses by a specified value. With this in mind, the goal was to improve the performance of QW p-i-n type photodetectors such that the offset active MQW could be employed in the photodetector regions with sufficient performance. The QW p-i-n detectors provide high absorption coefficients due to the high modal confinement and material absorption associated with the waveguide structure and QWs, respectively. These properties coupled with the characteristic exponential absorption profile in the detector results in a majority of the photocurrent generated in the front-end. While this allows for short detector lengths it also causes front end photodetector saturation. This saturation is evident in the degradation of small signal bandwidth with increased photocurrent densities. Since wider waveguides result in lower current densities for a fixed input power, the saturation power of a photodetector can be increased with the use of wide waveguides. As mentioned above, this is attractive since it requires only changes to the lithographic mask design and no processing or growth deviations are necessary. However, the effects of having a larger device area increases the capacitance and in turn decreases the bandwidth. Therefore, the best bandwidth versus increased saturation power trade-off is a waveguide scheme in which the width is tapered from large to small. In order to study the potential benefits of such schemes, three detector designs were fabricated on the same chip as the SOAs and tested. The first detector design had a length of 150-µm with a straight 3-µm-wide ridge. The first 50 µm of the detector employed bulk waveguide material (passive material) as the absorber followed by 100 µm of offset MQW active material. The second

Fig. 6 (a) SEM of photoreceiver employing flared/tapered waveguides for improved saturation performance. (b) 1dB compression point of output power as a function of final flare width for SOA operating at 8.3 kA/cm\textsuperscript{2}.
and third designs were 50-µm in length and used a linear ridge taper from 6 µm to 3 µm and 9 µm to 3 µm, respectively. In Fig. 7b, the small-signal 3dB bandwidths versus average photocurrent are plotted for the different detector designs at a reverse bias of 4V using a termination load of 50Ω. The key aspect of this plot is not the magnitude of the unsaturated bandwidth since the total diode area and hence capacitance of the various designs are different, but rather the photocurrent at which the bandwidth begins rolling off. The 3 µm wide non-tapered device demonstrates bandwidth degradation at ~20mA of average photocurrent. However, the tapered designs do not begin degrading until photocurrent levels of >25mA and >30mA for the 6 µm and 9 µm wide front-ends, respectively. Thus, through the use of simple waveguide tapers, the saturation power levels was increased by 50% in a photodetector with 2/3 the total diode area.

5.2 3-Dimensional Solutions: QWI and MOCVD Regrowth

In the previous section, we presented recent progress in which significant improvements to SOA and photodetector performance were made through simple waveguide flares. Although this technique is elegant in that it does not require any additional processing or growth steps for the integration of these components with SG-DBR lasers and EAMs, the possible performance improvements are limited. In the case of the SOA, simply increasing the width can reduce the heat dissipation efficiency due to the device aspect ratio. Since gain and saturation power are dependent on the operation current density and it is this current density generating heat, insufficient heat dissipation can lower the optimum operation current density and hence degrade performance. This effect counteracts the benefits of decreased photon density provided by the flares.

State of the art high saturation power SOAs employ a drastically different gain region design than the MQW designs employed in the SG-DBR lasers of this work. These gain region schemes include quantum dots, low optical confinement (LOC) QW active regions, or slab coupled optical waveguide architectures. The LOC configuration is an attractive choice since the photon density within the QWs can be kept relatively low. Using the LOC-QW scheme, impressive saturation powers of +23 dBm and +28 dBm have recently been demonstrated.

The photocurrent handling capabilities of the QW p-i-n type photodetector is intrinsically limited for three reasons. Saturation in a p-i-n photodetector can be explained by the classic space charge effect, which is a result of the slow escape time of holes from the absorbing layer. The spatial distribution of photogenerated carriers in the absorbing medium effectively reduces the applied electric field due to screening effects. Once the field drops below a critical value, the holes can no longer maintain their saturation velocity and the power in versus power out response of the device begins to roll-off. Furthermore, the presence of quantum wells in the absorbing region introduces potential barriers, which impede carrier escape and hence compound the saturation issue. The third issue, front-end saturation, can be dealt with by evanescent coupling schemes or simple waveguide flares as discussed above.
The uni-traveling carrier (UTC) photodiode has been designed specifically to circumvent the influence of hole transport on the performance of the detector by making the total charge transit time heavily dominated by electrons. The active layers of the UTC are the neutral InGaAs:Zn absorption layer and the adjacent depleted wide bandgap InP electron collection layer. Under normal operation of the photodiode, carriers are photogenerated in the absorber layer. The minority carriers, electrons, diffuse towards the collector layer where they accelerate to their overshoot velocity and drift across the collector layer. The escape time of the majority carriers, holes, from the absorption layer is negligible since it is set by their dielectric relaxation time. Since the overshoot velocity of electrons is an order of magnitude higher than the saturation velocity of holes, the UTC can achieve saturation current densities 4-6 times higher than that in p-i-n photodiodes.

With the above discussion, the intrinsic difficulties of achieving high performance SOAs and photodetectors integrated with SG-DBR lasers and QW EAMs on the dual QW quantum or 2-dimensional QWI platform should be clear. In order for PICs to compete with their discrete counterparts, the necessity for a break-through technology that will circumvent these trade-offs is essential. This technology is further exploitation of QWI. By using QWI to render the as-grown c-MQW passive and then performing straightforward, blanket MOCVD regrowth, state of the art SOA and photodetector architectures can be integrated.

The proposed novel integration procedure is initially identical to that of the 2-dimensional single regrowth QWI process for the realization of multiple c-MQW band-edges to be employed in the laser, EAM, and passive sections. However, upon removal of the InP buffer layer and 1.3Q stop etch layers, a blanket MOCVD regrowth is performed for the growth of a thin InP:Si layer followed by a 1.3Q:Si stop etch layer, an InP:Si confinement tuning layer (CTL), an offset low-confinement MQW (o-MQW) SOA gain region with similar compositions and thicknesses to that of the standard c-MQW active region sandwiched between 25nm barriers, 50nm InP, and a 200nm InP:Zn cap layer. Since the CTL layer functions to remove the active wells from the peak of the optical mode, the choice of the thickness is a key aspect in the design and will be discussed in detail below. The proof of concept and key growth aspects were previously reported. Following the regrowth, the sample is patterned with Si_{x}Ny and a wet chemical selective etch process is carried out such that the o-MQW structures remain in regions where low optical confinement active regions are desired with intermixed c-MQW regions below. A second blanket MOCVD regrowth for the realization of UTC photodiode structures is performed. Again, the regrowth initiates with a thin InP:Si regrowth layer and a 1.3Q:Si stop etch layer, but is then followed by the growth of the InP collector, conduction band smoothing layers, the InGaAs:Zn absorber layer, and a 150nm InP:Zn cap layer. The thickness and doping of both the collector and absorber layers have a great impact on the expected device performance and will be discussed further below. The epitaxial structure of the UTC was based largely off of the structure employed by Ishibashi et al. The sample is then patterned with Si_{x}Ny and a wet etch is performed such that the UTC structure remains only where detectors are desired. A final blanket MOCVD regrowth is performed to grow the p-type InP:Zn cladding and p-contact InGaAs:Zn layers to yield four distinct regions remain on a single chip: The as-grown c-MQW active regions to be used for high gain lasers and SOA sections, the partially intermixed c-MQW regions for use in high efficiency QW-EAMs, low confinement o-MQW regions grown above intermixed wells for high saturation power SOAs, and finally UTC structures grown over intermixed wells for high-saturation power high-bandwidth photodiodes. A complete and labeled schematic of the resulting regions on a single chip is shown in Fig. 8.
In Fig. 9a, a schematic side-view of the SOA is presented. By growing the o-MQW active region above the intermixed c-MQW, the active wells are taken off the peak of the optical mode and hence the confinement factor is reduced. A finite difference technique was used to solve the wave equation and compute the optical confinement within the active QWs for both the c-MQW and o-MQW regions. The base structure consists of ten 6.5 nm compressively strained QWs and eleven 8.0 nm barriers sandwiched between two 1050 nm waveguide layers. The refractive index and simulated optical modes are plotted in Fig. 9b for the c-MQW and Fig. 9c for an o-MQW consisting of five wells with a CTL thickness of 150nm. To show how the optical confinement in the o-MQW is influenced by the CTL thickness and number of offset QWs, the finite difference technique was used to solve for the optical confinement as a function of the CTL thickness for three different numbers of offset QWs. The simulation, shown in Fig. 10a, assumes a ridge waveguide architecture with a ridge width of 5µm. According to the simulations, confinement factors in the vicinity of 1% can be achieved.

The saturation power and chip gain can be predicted using Eq. 2 and material gain data from previous BAL devices, respectively. These simulations are shown in Fig. 10b, which plots chip saturation power and chip gain versus CTL thickness for 3-5 offset QWs. The simulations assume a current density of 2.5 kA/cm²/well, a radiative recombination coefficient of $B = 0.3 \times 10^{-10}$ cm³/s, an Auger recombination coefficient, $C = 6 \times 10^{-29}$ cm⁶/s, and a device length of 1500µm. According to Fig. 10b, saturation powers >20dBm with chip gains in the 7-15 dB range can be simultaneously achieved for such a device with the proper choice of CTL thickness and number of offset QWs.

To demonstrate the viability of QWI plus offset QW growth for the realization of low confinement and high confinement active regions on the same chip, 3µm wide ridge type FP devices of both active region types were fabricated on the same chip. The o-MQW consisted of 5 QWs with a CTL thickness of 1450nm, yielding a confinement factor of ~1.5%. The cleave back method was used to plot the inverse differential efficiency versus FP laser length to extract the injection efficiency and optical loss of both active region types. The injection efficiency was found to be 70% and 73 % in the c-MQW and o-MQW active regions, respectively. The optical loss was found to be 20 cm⁻¹ and 3 cm⁻¹ in the c-MQW and o-MQW active regions, respectively. A two-parameter fit was used to plot the threshold modal gain

Fig. 8. Side-view schematic of QWI and MOCVD regrowth integration scheme enabling the integration of high gain lasers, QW EAMs, high saturation power amplifiers, and high saturation power photodetectors.
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versus current density. The fit yielded a modal gain parameter of 94.1 cm$^{-1}$ in the c-MQW active region and 9.1 cm$^{-1}$ in the o-MQW active region, which is in good agreement with the simulated difference in optical confinement factor.

The separate growth for the realization of the UTC structure enables a high level of detector design freedom. However, the choice of the InGaAs:Zn absorber layer thickness and InP collector layer thickness is crucial. Since the integrated UTC photodetector of this work will use an edge-coupled architecture, the internal quantum efficiency is not largely dependent on the absorber thickness. Thus, we employ a thin 50nm absorber, such that the diffusion component of the electron transport does not dominate the total transport time. Since the collector layer functions to space the InGaAs:Zn absorber layer from the core waveguide consisting of an intermixed c-MQW, the choice of the collector thickness will influence the absorption profile and hence the internal quantum efficiency of the detector.

Beam propagation simulations were performed using commercially available software from Rsoft in order to predict the absorption profile. The simulated absorption profile for our integrated UTC structure with varying collector thicknesses along with that expected in a p-i-n detector formed from the as-grown c-MQW stack consisting of ten 6.5nm wells is shown in Fig. 12a. The loss values of 6800 cm$^{-1}$ used for the InGaAs:Zn and 5000 cm$^{-1}$ used for the p-i-n QWs was extracted experimentally with photocurrent spectroscopy. The three collector thicknesses used in the simulation were 150nm (squares), 200nm (triangles), and 250nm (circles) with an absorber thickness of 50nm. As shown in Fig. 11, with proper design the absorption profile can be tuned in the UTC device to take on a more linear shape opposed to the fixed steep exponential profile exhibited by the QW-p-i-n. This feature of the integrated UTC structure enables the
control over the carrier generation profile since this profile is governed by the slope of the absorption profile. The normalized carrier generation rates along the detector lengths resulting from the absorption profiles are shown in Fig. 11b. The UTC type detectors demonstrate a radically more uniform generation rate along the length of the device than does the c-MQW p-i-n detector, with an ~8X reduction in front-end photocurrent generation. This implies that the front-end saturation characteristics plaguing traditional waveguide photodiodes can be avoided using the regrowth scheme. Since the collector layer also sets the detector capacitance as it is the intrinsic layer, careful consideration of the trade-off between bandwidth and desired absorption profile must be taken.

6 PIC RESULTS

In the following sections results are presented from PICs fabricated on the dual QW and on the QWI platform. First we report the performance 10 Gb/s widely-tunable transmitters monolithically integrated with photoreceivers employing waveguide flares for both the SOA and the detector for the realization of a 10 Gb/s PD-WC. In the following section results are shown for a 10 Gb/s widely-tunable negative-chirp transmitter fabricated using QWI. Finally, the results from SOAs and UTC photodiodes fabricated using the novel QWI and MOCVD regrowth scheme are presented.

6.1 Dual QW 10 Gb/s Transmitter with Integrated Receiver

In some of our most recent progress we have monolithically integrated SG-DBR lasers with QW EAMs and SOA/QW p-i-n receivers employing flares and tapers for improved saturation characteristics using the dual QW platform. This device, shown in Fig. 12, was the first single chip widely tunable EAM based 10 Gb/s PD-WC providing 10 dB of output signal extinction and a net conversion gain. Further details and performance characteristics of the PD-WC device can be found elsewhere. Here we focus on the transmitter portion of the device which is comprised of a five section SG-DBR laser followed by an SOA for output amplification and a QW EAM consisting of seven 9.0 nm compressively strained wells and six 5.0 nm tensile strained barriers. The 5 sections of the SG-DBR laser are, from front to back of the laser: front mirror, gain, phase, rear mirror, and backside absorber, as depicted in Fig. 12. The phase and mirror sections function to tune the wavelength of the laser.

Fig. 13. (a) Tuning spectra and (b) light/voltage characteristics versus current for SG-DBR fabricated on dual QW platform.
The output tuning spectra of the transmitter, Fig. 13a, demonstrated over 40nm of continuous tuning with a side mode suppression ratio (SMSR) of > 35 dB at all wavelengths. The SG-DBR lasers demonstrated threshold currents of under 40mA with over 20 mW of output power at a gain current of 160 mA as shown in the plotted LIV of Fig. 13b. There is no significant degradation in the laser performance over that of SG-DBRs fabricated using the offset QW platform, and in fact, there is a slight enhancement in the tuning efficiency of the lasers due to the addition of the QWs in the waveguide.

The benefits offered by the dual QW platform over that of the standard offset QW can be clearly seen when comparing the efficiencies of 400µm long EAMs fabricated with each platform. In Fig. 14a, EAM extinction versus bias, and in Fig. 14b, EAM slope efficiency versus bias are presented for both bulk FK type EAMs fabricated using the offset QW method and QW EAMs fabricated using the dual QW method. The QW EAM provides up to 2.5X the efficiency than that of the FK device. Furthermore the QW EAM has an optimal operating bias regime in the 2.5 to 3.5V with respect to the extinction efficiency. The FK EAM demonstrates an increase in extinction efficiency with an increase in reverse bias. This indicates that in order to achieve maximum extinction efficiency in the EAM, high insertion losses will be suffered.

The reduced doping levels in the EAM required for optimized efficiency in the dual QW platform over that of the offset QW platform enables a significantly lowered device capacitance. In Fig. 15a, a plot of capacitance versus reverse bias is shown for 40 µm by 40µm capacitor structures fabricated from both bulk FK material and dual QW material. As can be seen from the figure, with the reduction in doping, the capacitance is decreased by a factor of 2 and depletes more rapidly with reverse bias in the QW EAM. The frequency response enhancement is shown in Fig. 15b, with a 400 µm
long dual QW EAM demonstrating 10 GHz of 3 dB bandwidth, which is a factor of 2 better than the FK EAM response shown on the same plot. Thus, with the dual QW platform we have demonstrated a 2X improvement in EAM efficiency and bandwidth without any degradation to the laser performance or additional fabrication steps than those associated with the offset QW platform.

6.2 SG-DBR /EAM 10 Gb/s Transmitter Fabricated with QWI

With the use of QWI, we have for the first time, fabricated a widely-tunable transmitter demonstrating negative chirp characteristics at 10 Gb/s over its entire tuning range\textsuperscript{22}. The transmitter device consists of an SG-DBR laser followed by an EAM. The SG-DBR laser demonstrated a threshold current of 13mA, with an output power of 10mW at a gain section current of 100mA. At this operating point, a side mode suppression ratio (SMSR) greater than 35 dB was achieved. The EAM (175 µm) demonstrated over 40 dB of DC extinction for wavelengths of 1558, 1570, and 1580 nm, with efficiencies greater than 20 dB/Volt as shown in Fig. 16a. The efficient extinction properties are due to the combination of the centered quantum well design and the intermixing process that allows for precise placement of the modulator band edge. The 3dB bandwidth, shown in Fig. 16b, of the same modulator was greater than 19 GHz. Eye diagrams, shown in Fig. 17a, were taken at wavelengths of 1558 nm, 1564 nm, 1571 nm, and 1578 nm with DC biases ranging from -2.1 to -3.8 V and peak to peak voltage swings ranging from 2.2 V to 3.4 V. Greater than 10 dB extinction was achieved at all wavelengths.

Transmission experiments at 10 Gb/s were performed using a non-return to zero (NRZ) pseudo-random-bit-sequence (PRBS) of $2^{31}-1$ through Corning SMF-28 fiber. BER curves through 25, 50, and 75 km of fiber at a wavelength of...
1564 nm are shown in Fig. 17b. The EAM was biased at -3.5 V with a 2.0 V peak-to-peak swing. Error-free operation was achieved through 75 km of fiber with a power penalty of less than 0.5 dB. The low power penalty transmission is indicative of negative chirp operation, which was confirmed with further testing. The shaping of the eye diagrams due to dispersion is clearly seen in the insets of Fig. 17b where the optical eye diagrams are shown after transmission through fiber.

### High Saturation Power SOAs and Photodiodes Fabricated with QWI and MOCVD Regrowth

The high flexibility QWI and regrowth scheme was used to fabricate high saturation power SOAs and UTC photodiodes. The processing sequence is completely compatible with that used for the fabrication of the SG-DBR/EAM transmitter presented in the previous section. The ridge waveguide SOA chips were soldered to AlN carriers, wirebonded, and placed on a copper stage cooled to 18°C for characterization. The three characterized SOA designs used a waveguide width of 5 µm. The first two designs employed single section low confinement o-MQWs with lengths of 1000 µm and 1500 µm and the third design used a dual section scheme containing 150 µm high optical confinement c-MQW front-end followed by 1350 µm of low optical confinement o-MQW. A continuous wave (CW) 1550 nm light source was fed through a polarization controller to maintain the TE polarization state and coupled into the SOA waveguide using a tapered fiber.

The chip gain versus input power and output power versus input power characteristics are shown for the three SOA types in Fig. 18a and Fig. 18b, respectively. In all figures, the operating electrode current density was 9 kA/cm² in the o-MQW regions and 20 kA/cm² in the c-MQW regions. As can be seen in the figures, a 1000 µm long single section o-MQW device provides 6 dB of gain with a saturation output power of over 20 dBm while a 1500 µm long single section device provides over 9 dB of chip gain with a saturation output power of 19.5 dBm. By placing a 150 µm c-MQW high gain section in front of a 1350 µm o-MQW section, the device gain is increased to nearly 15 dB while maintaining a saturation output power of over 19 dBm at 1550 nm. Over 13.5 dB of gain was maintained for wavelengths from 1530 to 1560 nm.

UTC photodiodes with a waveguide width of 3 µm and length of 25 µm employing an absorber thickness of 50 nm and a collector thickness of 150 nm were characterized in terms of the internal quantum efficiency, small signal response, and output eye diagrams. The internal quantum efficiency using a 1550 nm CW input source was measured to be ~90% in the reverse bias range of 1-4 V.

The frequency response of the photodiodes was characterized for various levels of generated photocurrent using a 20 GHz Agilent Lightwave Component Analyzer (LCA). The AlN carrier possessing a matched 50 Ω load was probed with ground-signal-ground probes to extract the electrical signal from the photodiode with an effective termination load of

![Fig. 18 (a) Chip gain versus input power and (b) output power versus input power for SOA devices at 1550 nm. The applied current density was 9 kA/cm² in the low-Γ o-MQW sections and 20 kA/cm² in the high-Γ c-MQW sections.](image-url)
25Ω. The optical to electrical response of a 25 µm long photodiode is shown for various average detected photocurrent levels at a reverse bias of 3V in Fig. 19. The response curves are normalized to the 5mA curve such that they are easily differentiated. As can be seen in the figure, the 20 GHz response demonstrates under 0.5 dB of roll-off with average photocurrents up to 20 mA. At an average photocurrent of 25mA, the roll off is somewhat increased to 0.75 dB and at 35mA the 20 GHz roll-off is increased to slightly over 2 dB. When increasing the reverse bias to 4V at an average photocurrent of 35 mA, the roll-off is decreased to below 1dB.

In Fig. 20a and 20b we present 10 Gb/s eye diagrams taken from a 25 µm long detector at a given input power at reverse biases of 3V and 4V with an effective termination load of 25Ω. The voltage amplitude provided by the photodiode at a reverse bias of 3V was 0.85V and at a reverse bias of 4V it was 1.0V. These amplitudes are indicative of minimum peak currents of 34 and 40 mA, respectively, since the voltage drop was obtained over a 25Ω effective load. In Fig. 20c and 20d we present 40 Gb/s eye diagrams taken from a 25 µm long detector with two different input power levels at a reverse bias of 2.5V and 3.0V. The voltage amplitude of these eyes was measured at 0.41V and 0.6V. As can be seen from the figure, the eye diagrams are open and clear. The 0.6V amplitude provided by the photodiode at 3V is indicative of a minimum peak current of 24mA in the photodiode.

7 CONCLUSION

The monolithic integration of optoelectronic components supporting modern day communication systems will provide solutions at low cost with a reduction of space requirements and device power dissipation. However, as the functionality of the PIC is increased, the challenge of realizing a high performance integrated circuit is great due to the unique characteristics required by the individual components for optimum performance. To meet the increasing performance demands placed upon the PICs, novel integration platforms must be developed such that the design space is increased without significant increase in processing and growth requirements that can raise cost and lower yields.

In this manuscript we have presented two viable integration technologies, which provide the foundation for the monolithic integration of QW EAMs with widely tunable SG-DBR lasers. By growing a blue-shifted MQW in the bulk waveguide below the active MQW in the base structure, etching the active MQW in regions where gain is not required and performing a regrowth of the upper cladding, the dual MQW platform requires the same simple processing/growth steps as the well-established offset QW platform with the added flexibility of a second MQW bandedge. By using our implant enhanced QWI scheme, any number of MQW band-edges can be realized on the same chip for the fabrication of high-functionality PICs. Furthermore, this method enables the use of a centered MQW active region for maximized modal gain lasers. Through the use of QWI, we have demonstrated the first widely-tunable negative chirp EAM based transmitter.
Building off these foundational platforms for the integration of lasers and QW EAMs, further techniques were demonstrated as a means for the integration of enhanced performance SOAs and photodiodes. Simple waveguide flares and tapers were shown to increase the 1 dB compressed output power of SOAs by 3-4X up to the 16 dBm range and increase the photocurrent handling capabilities of the integrated QW p-i-n photodetectors by over 50%. These flare/taper techniques were employed in a photoreceiver that was monolithically integrated with a widely-tunable SG-DBR/QW EAM transmitter using the dual QW platform for the realization of a 10 Gb/s PD-WC.

The transmitters simultaneously demonstrated high output powers, high side-mode suppression, and wide-tunability. The integrated QW EAMs possessed over 2X the efficiency and bandwidth of equal length FK devices fabricated on the offset QW platform.

For further increased SOA and photodetector performance we have developed a novel QWI and MOCVD regrowth scheme for the integration of low optical confinement factor SOAs and UTC photodiodes with high gain lasers and QW EAMs. Using this scheme, SOAs were fabricated that facilitate saturation output powers in the 19-20 dBm range while providing ~15 dB of gain. The fabricated UTC photodiodes showed excellent photocurrent handling capabilities with a 25 μm by 3 μm detector demonstrating only minimal bandwidth degradation out to 20 GHz while driving 35 mA of average photocurrent. As these components have been developed using processing and growth schemes completely compatible with that of the SG-DBR/QW EAM transmitter, current work is focused on the integration of widely-tunable SG-DBR lasers, negative chirp QW EAMs, high saturation power SOAs, and high saturation power UTC photodiodes.
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Abstract—We present the design and demonstration of unitraveling carrier (UTC) photodiodes fabricated using a novel quantum-well (QW) intermixing and metal–organic chemical vapor deposition (MOCVD) regrowth fabrication platform. The photodiodes discussed here were realized on the same chip as high gain centered QW active regions, intermixed passive centered well waveguides, and low optical confinement offset QW active regions regrown over intermixed wells. This demonstration lifts previous constraints imposed on high functionality photonic circuits, which forced a common waveguide architecture in the detector, laser, and amplifier by validating a platform suited for the monolithic integration of UTC photodiodes into photonic integrated circuits comprised of widely tunable high gain laser diodes, high efficiency modulators, and low optical confinement high saturation power semiconductor optical amplifiers. In this manuscript we focus on the design and performance of UTC photodiodes fabricated on intermixed QWs using this novel scheme. The photodiodes exhibit ~90% internal quantum efficiency, excellent photocurrent handling capabilities, and minimal response roll-off over the 20 GHz of our testing capability. The 40 Gb/s operation was achieved with the demonstration of open eye diagrams.

Index Terms—Electro-absorption modulators, metal–organic chemical vapor deposition (MOCVD), monolithic integration, quantum-well intermixing (QWI), semiconductor lasers, semiconductor optical amplifier (SOA), unitraveling carrier (UTC) photodiodes.

I. INTRODUCTION

A. Photodiodes

FUNCTIONING to convert signals from the optical to the electrical domain, photodiodes are the core element of optical receivers and are thus key components in optical networks. In conventional receivers, the photodetector is followed by a transimpedance electrical amplifier for signal amplification. The sensitivity of this configuration is limited by the front-end noise of the electrical amplifier. The emergence of fiber amplifiers and the development of semiconductor amplifiers for pre-detection amplification has enabled the realization of significantly higher signal-to-noise ratios [1]. In this configuration, the demands on the photodetector are drastically increased since they are forced to handle the higher photocurrents generated in the detectors with the larger incident optical powers. It is essential that the detectors maintain high speed and high efficiency operation at high power levels.

High-speed high-efficiency p-i-n photodiodes have been developed with the use of a side illuminated waveguide structure and traveling wave electrodes [2]. However, the photocurrent handling capabilities of this type of photodetector is intrinsically limited for two reasons. Saturation in a p-i-n photodetector can be explained by the classic space charge effect, which is a result of the slow escape time of holes from the absorbing layer. The spatial distribution of photogenerated carriers in the absorbing medium effectively reduces the applied electric field due to screening effects. Once the field drops below a critical value, the holes can no longer maintain their saturation velocity and the power in versus power out response of the device begins to roll-off. The second source of low saturation current densities in side-illuminated p-i-n detectors is the nonuniform generation of carriers along the length of the detector. The exponential absorption profile leads to significantly greater current densities at the front-end of the diode, and thus degrades the overall performance of the detector. However, this front-end saturation can be greatly reduced without altering the internal physics within the photodetector by evanescently coupling the optical power from the core waveguide into the absorbing layer [2].

The unitraveling carrier (UTC) photodiode has been designed specifically to circumvent the influence of hole transport on the performance of the detector by making the total charge transit time heavily dominated by electrons. The theory outlined in [3] offers an expression for carrier transport times entirely governed by electrons. Since the overshoot velocity of electrons is an order of magnitude higher than the saturation velocity of holes, the UTC can achieve saturation current densities four to six times higher than that in p-i-n photodiodes [3]. Due to the superior photocurrent handling capabilities, the UTC photodiode has received a great deal of recent attention. The theory of operation and demonstration of such photodiodes have been extensively reported [3], [4]. As the technology has matured over...
the past several years, further advances have been made such as charge compensated UTCs and most recently, nearly ballistic UTCs [4], [5]. To the best of our knowledge, there have been no reports presenting a UTC photodiode fabricated using an integration platform specifically designed for extremely high functionality monolithic integration. Previous reports have focused on discrete UTC photodiodes or photodiodes integrated with one other active component such as a modulator [6].

B. Monolithic Integration

Monolithic integration of photonic circuits offers tremendous advantages in optical network applications such as high functionality, improved efficiency, decreased size, and lower costs. As the functionality demands on photonic integrated circuits (PIC) continues to increase, the circuits will inevitably require higher levels of integration complexity. With this complexity, the realization of an optimally performing device becomes a far more arduous task due to the design constraints often imposed by monolithic integration.

There are several examples of high functionality PICs in which a photodiode must be monolithically integrated with other active components such as semiconductor optical amplifiers (SOA), the widely tunable sampled-grating DBR laser (SG-DBR), and quantum-well (QW) electroabsorption modulators (EAM). Photocurrent-driven wavelength converters (PD-WC) and transceivers are two such examples, as these devices will facilitate enabling technologies such as dynamic provisioning and wavelength routing [7].

The PD-WC is a particularly challenging device since the individual components necessitate unique waveguide architectures for optimum performance. Low threshold, high efficiency lasers require high optical confinement QW active region architecture for maximized modal gain. Integrated QW EAMs necessitate a QW band-edge that is blue-shifted from that of the laser or SOA operation wavelength for reasonable insertion loss/extinction properties. State of the art SOA’s employ a low optical confinement QW active region architecture such that the photon density over the active QWs can be kept low and high saturation powers can be achieved [8]. Finally, as discussed above, a photodiode designed for high photocurrent/high speed operation should employ a unique internal structure such as the UTC-type photodiode, which mitigates the saturation effects induced by hole transport and/or employs a waveguide architecture designed to minimize front-end saturation.

Conventional fabrication schemes offer little flexibility in the cross-sectional waveguide architectures within the individual components of highly complex devices such as single-chip PD-WCs. This has resulted in individual components sharing the same waveguide architecture such as a common QW stack in the laser, SOA, and photodetector, ultimately limiting the device performance as reported in [9]. Thus, a key challenge of the PIC designer has been to allocate the tradeoffs in such a way that the overall performance of the device is sufficient for the intended application.

C. Integration Technology

With the growing performance demands and increasing data rates of PICs, the design space will be exhausted on conventional integration platforms and next generation platforms will be essential. Various methods for manipulating the material properties to achieve multiple QW band edges within a single PIC have been reported such as butt-joint growth, selective area growth (SAG), and quantum intermixing (QWI) [10]–[12]. In the butt-joint scheme, the optical waveguide is selectively removed in regions where a different band-edge material or alternative waveguide structure is desired. This is followed by a nonplanar regrowth in which the alternative desired material is deposited. The difficulty with this scheme resides in the high degree of thickness and material composition matching required at the waveguide interfaces such that reflections and loss are minimized [10]. In SAG, a carefully designed dielectric mask is defined on the sample prior to growth such that the growth rate and hence the QW band-edge adjacent to the mask is controlled. Since this technique exploits the contrast in surface kinetics of the growth constituents on the semiconductor and dielectric, a high degree of calibration/optimization is required to tightly control the reactor conditions. The abruptness of the transition regions is limited by the surface diffusion length of the growth constituents, which may be on the order of tens of microns. Additionally, the optical mode overlap with the multiple QW (MQW) may not be ideal in all sections due to the thickness variation [11].

Here we use a simple and robust QWI method to precisely control the QW band-edge orthogonal to the growth direction without any disruption of the waveguide in the axial direction. In the QWI process detailed in [12], point defects are created by ion implantation into an InP buffer layer over the MQW active region. During a high temperature anneal, the point defects are diffused through the MQW region, promoting the interdiffusion of group V-atoms between the wells and barriers. The interdiffusion reshapes the QW profile by distorting the QW–barrier interface. The result is a shift in the quantized energy levels in the well, and hence a shift in the band edge energy. Following the QWI process, we use MOCVD regrowth to realize unique waveguide architectures such as low optical confinement QW active regions and UTC photodiode structures. The blanket regrowth performed here is relatively straightforward and does not require the additional growth precision necessary for butt-joint growth or sample patterning in SAG [13].

In previous work, we have demonstrated viable 10 Gb/s, high efficiency, negative-chirp, widely tunable SG-DBR/EAM transmitters employing a high optical confinement centered MQW (c-MQW) active region fabricated using our simple and robust QWI process [14]. In [13] we propose and demonstrate the proof of concept for a novel QWI and MOCVD regrowth scheme for the integration of low confinement/high saturation power offset MQW (o-MQW) active regions on the same chip as the high optical confinement c-MQW active regions used in the SG-DBR/EAM transmitters. In this work, we expand on the integration scheme with the design and demonstration of UTC type photodiodes realized on the same chip as both high optical confinement c-MQWs for use in high gain lasers or high gain SOA sections, low optical confinement o-MQWs for use in high saturation power SOA sections, and intermixed c-MQW sections for low loss passive waveguides. With the successful placement of these three unique waveguide architectures on a
single chip and since the definition of widely tunable lasers and QW EAMs only requires the addition of two processing steps to define mirror gratings and an intermediate EAM band-edge, the QWI/MOCVD based processing/growth scheme is completely suited UTC photodiode integration with the previously reported high performance SG-DBR/EAM transmitters. Here we focus on UTC type photodiodes fabricated on top of intermixed QWs, which exhibited high quantum efficiency, excellent photocurrent handling capabilities, minimal response roll-off over the 20 GHz of our testing capability, and open eye diagrams at 40 Gb/s.

### II. Photodiode Design

By using QWI to render the as-grown base structure QWs transparent, performing an MOCVD regrowth of the appropriate photodiode epitaxial structure, and then using wet chemical selective etching, we demonstrate the first photodetectors fabricated on top of QWI material. The benefits of this photodiode structure over the alternative of using the as-grown c-MQW stack as a p-i-n photodiode are three-fold. First, the use of QWs, which act as potential barriers and hinder carrier escape, can be avoided in the absorber region. Second, since the waveguide core composed of intermixed QWs is set below the absorbing region of the UTC, the absorption profile along the photodiode can be carefully controlled through the choice of collector and absorber layer thicknesses for maximized photocarrier generation uniformity. Finally, since the regrowth of the detector structure is independent of all other components, there are no design constraints on the choice of internal layer structure. With this flexibility, we employ a UTC photodiode structure for its established superior photocurrent handling capabilities [3], [4], [15]. By avoiding the classic space charge effect associated with p-i-n photodiodes is avoided.

The nonbiased band diagram for our proposed structure was simulated with SimWindows software and is shown in Fig. 2. Layers 4–7 function to smooth conduction band discontinuities at the heterointerface and remove potential barriers that could impede electron transport as described in [15]. The most notable differences in our structure compared to that of [15] are the upper p-InP clad (#2), the 1.3Q:Si stop etch (#10), and the intermixed c-MQW region below (#12–14). The use of p-InP cladding above the absorber has been previously employed with no reported performance degradation resulting from hindered carrier transport [4].

The epitaxial structure employed in the UTC portion of the device is shown in Fig. 1 with the corresponding layer specifications presented in Table I. The structure was based on that presented in [15] by Ishibashi et al. with a few modifications necessary to accommodate our integration scheme. The active layers of the UTC are the neutral InGaAs:Zn absorption layer (#3) and the depleted wide bandgap InP electron collection layer (#8). Under normal operation of the photodiode, carriers are photogenerated in the absorber layer. The minority carriers, electrons, diffuse toward the collector layer where they accelerate to their overshoot velocity and drift across the collector layer. The escape time of the majority carriers, holes, from the absorption layer is negligible since it is set by their dielectric relaxation time [3]. Thus, the carrier transport properties are governed solely by electron transport and the classic space charge effect associated with p-i-n photodiodes is avoided.
collected and governed by majority carrier transport. The thick (1.7 μm) p-cladding and the intermixed active region present in our UTC structure are necessary for the high functionality integration scheme and are expected to result in a somewhat higher series resistance compared to widely reported discrete UTC photodiodes.

III. PHOTODIODE OPTIMIZATION

In the proposed integrated UTC photodiode structure we must consider the effects imposed by the thickness of the absorber and collector regions on the quantum efficiency, bandwidth, and photocurrent handling capabilities. As discussed above, the total carrier transport time in a UTC photodiode is comprised of two components. Electron drift across the collector and electron diffusion across the absorber. Using the theory outlined in [3], the drift dependent electron transport time from the collector region of the UTC photodiode can be given by (1) and the diffusion time across the absorber by (2). In these expressions, \( W_C \) is the collector thickness, \( W_A \) is the absorber thickness, \( V_{e}^{\text{os}} \) is the electron over shoot velocity in InP, \( V_{th} \) is the thermionic emission velocity of electrons in InP, and \( D_e \) is the electron diffusivity of electrons in p-InGaAs. Using carrier velocities given in [3] and an electron diffusivity of 86 cm²/s extracted in [16], we plot the calculated transport times for electrons across the absorber and collector for various layer thicknesses in Fig. 3. As can be seen in the figure, for absorber layer thicknesses greater than 100 nm, the diffusion transport time will dominate the total transport time for reasonable collector thickness of over 100 nm

\[
\tau_C = \frac{W_C}{V_{e}^{\text{os}}} \tag{1}
\]

\[
\tau_A = \frac{W_A^2}{3D_e} + \frac{W_A}{V_{th}} \tag{2}
\]

One key benefit to waveguide photodiodes is that the internal quantum efficiency can be much higher than in typical surface illuminated photodiodes [17]. This is easily explained by the differences in the absorption path for the two photodiode geometries. The total detector absorption can be approximated by an exponential decay governed by the product of the material absorption coefficient \( (\alpha) \), the optical confinement \( (\Gamma) \) in the absorber layer, and the dimension \( (L) \) of the absorption layer normal to optical incidence. In a conventional waveguide photodiode, optical absorption occurs parallel to the growth plane, such that the absorption length \( (L) \) is set by the length of the photodiode, which is usually on the order of tens of microns. In a surface illuminated device, absorption occurs normal to the growth direction such that the absorption length \( (L) \) is set by the absorber layer thickness, which is usually on the order of 200–500 nm. Although \( \Gamma \) can be close to unity in a surface normal device compared to typical values of 0.1–0.4 for a waveguide device, the extreme contrast in absorption lengths results in higher internal quantum efficiencies for a waveguide photodiode. Using \( \alpha = 6800 \text{ cm}^{-1} \) for InGaAs at a wavelength of 1550 nm, \( L = 500 \text{ nm} \) and \( \Lambda = 1 \) for a surface-normal photodiode, the internal efficiency of the device is estimated at 29%. However, for a waveguide photodiode, if we assume an identical absorption coefficient, \( L = 25 \text{ μm} \), and \( \Gamma = 0.2 \), an internal efficiency of 96% is estimated. With this flexibility in our waveguide photodiode, we choose an absorber thickness of 50 nm such that the electron diffusion component of the carrier transport time is expected to be less than the drift time for collector thicknesses greater than 100 nm as shown in Fig. 3.

In order to study the absorption characteristics, photocurrent generation, and internal quantum efficiency characteristics of the photodiodes, beam propagation simulations were performed using commercially available software from RSoft. The simulations were performed by exciting the fundamental mode of the passive sections comprised of an intermixed c-MQW waveguide. The mode was propagated through a short 5–μm section of lossless passive waveguide before entering the detector region such that the theoretical internal quantum efficiency could be computed most accurately. The simulated absorption profile for our integrated UTC structure with varying collector thicknesses along with that expected in a p-i-n detector formed from the as-grown c-MQW stack consisting of ten 6.5-nm wells is shown in Fig. 4. The loss values of 6800 cm⁻¹ used for the InGaAs:Zn and 5000 cm⁻¹ used for the p-i-n QWs was extracted experimentally with photocurrent spectroscopy. The three collector thicknesses used in the simulation were 150 (squares), 200 (triangles), and 250 nm (circles) with an absorber thickness

---

**Fig. 2.** Simulated 0-V band diagram for our proposed integrated UTC structure.

**Fig. 3.** Calculated electron transport time across collector (circles) and absorber (squares) using (1) and (2), an electron diffusivity of 86 cm²/s, and carrier velocities given in [3].
of 50 nm. As shown in Fig. 4, with proper design the absorption profile can be tuned in the UTC device to take on a more linear shape opposed to the fixed steep exponential profile exhibited by the QW-p-i-n. This feature of the integrated UTC structure enables the control over the generation profile since this profile is governed by the slope of the absorption profile. The normalized generation rates along the detector lengths resulting from the absorption profiles are shown in Fig. 4. The UTC type detectors demonstrate a radically more uniform generation rate along the length of the device than does the c-MQW p-i-n detector, with an ~8x reduction in front end photocurrent generation. This implies that the front-end saturation characteristics plaguing traditional waveguide photodiodes can be avoided using the regrowth scheme.

In Fig. 5 it is clear that the generation rate in the UTC is significantly influenced by the collector thickness, which implies an effect on the device quantum efficiency. Since the collector thickness is inversely proportional to the junction capacitance of the device, the tradeoff between projected internal quantum efficiency and 3-dB bandwidth should be characterized. Fig. 6 plots the simulated 10-dB absorption length versus collector thickness for absorbent regions with absorber region thicknesses of 50 and 100 nm. The diode length required for 90% internal quantum efficiency begins to rapidly increase.

The projected RC-limited 3-dB bandwidth versus collector thickness is shown for both the 25-μm-long (solid lines) and 50-μm-long (dashed lines) photodiodes in Fig. 7. Based on the projected absorbent/collector carrier transport times shown in Fig. 3, parasitics are expected to limit the bandwidth as the devices in this work were fabricated on conducting substrates. The simulations were performed for series resistance values of 30 and 40 Ω, a pad capacitance of 53 fF, a wire bond inductance of 0.3 nH, and an effective load resistance of 25 Ω. Fig. 6 shows
that a 45-GHz 3-dB bandwidth is possible for a 25-μm long device with a series resistance of 30 Ω. For all curves of Fig. 7, the slope decreases with higher collector thicknesses as the junction capacitance becomes less significant compared to the pad capacitance. In this work we employ a collector thickness of 150 nm in attempt to achieve an internal quantum efficiency of 90% in the 25-μm-long photodiodes. From Fig. 7, a 3-dB bandwidth in the vicinity of 33–36 GHz can be expected with this collector thickness.

IV. Fabrication

The epitaxial base structure is grown on a conducting InP substrate using a Thomas Swan Scientific Equipment Ltd. horizontal-flow rotating-disc MOCVD reactor. The active region consists of ten 6.5-nm compressively strained (1.0%) QWs, separated by 8.0-nm tensile strained (0.3%) barriers, centered within two InGaAsP:Si (1.3Q:Si) layers designed to maximize the optical confinement in the QWs. Following the active region, a 15-nm InP:Si regrowth layer, a 20-nm 1.3Q:Si stop etch, and a 450-nm InP implant buffer layer is grown.

The sample is patterned with Si<sub>N</sub><sup>+</sup> and selectively implanted with P<sup>+</sup> for intermixing. Following the implant, the samples are subjected to our QWI process as described in detail in [12]. In the QWI process, the as grown c-MQWs are shifted in peak photoluminescence wavelength from 1530 to 1410 nm in regions where passive waveguide, low optical confinement QW active regions, or UTC type detectors are desired. Following the QWI process, the implant buffer layer and 1.3Q stop etch layers are removed using selective wet chemical etching, leaving a thin InP:Si regrowth layer on the surface. An MOCVD regrowth is then performed beginning with a 1.3Q:Si stop etch layer, followed by a InP:Si optical confinement tuning layer, an o-MQW active region, and finally a thin InP:Zn cap. The wafer was patterned and a wet chemical etch process was carried out such that the o-MQW remained only in regions where low confinement active regions are desired. The sample is then subjected to a second MOCVD step in which the appropriate UTC structure listed in Table I is grown. Following the regrowth, the sample is patterned with Si<sub>N</sub><sup>+</sup> and a selective wet chemical etch process is carried out such that the UTC structure remains in regions where it is desired with the blue-shifted c-MQW below. A final MOCVD regrowth process is performed to grow p-type InP:Zn cladding and p-contact InGaAs:Zn layers. A thorough investigation of the regrowth issues associated with this scheme and with the matter of achieving good material on a surface subjected to QWI can be found in [13].

Following the growth of the p-cladding, surface ridge waveguides were defined. The input waveguide consisted of a 250-μm curved/thared section for reduction of parasitic reflections. A 3.5-μm-thick layer of photo-benzocyclobutene (BCB) was patterned such that it would remain underneath the p-contacts, vias were opened, and p-metal was deposited. A proton implant was performed to provide electrical isolation between electrodes. The wafers were thinned and back-side n-metal was deposited. The die were separated into 3 × 25 μm<sup>2</sup> and 3 × 50 μm<sup>2</sup> diodes, soldered to aluminum nitride carriers, and wire bonded (Fig. 2) to a matched load of 50 Ω on a coplanar transmission line to yield an effective termination load of 25 Ω for RF characterization. Scanning electron micrographs of the device cross section and the finished device soldered to the carrier are shown in Fig. 8(a) and (b), respectively.

V. Experiment, Results, and Discussion

The passive waveguide loss on the chip was extracted using Fabry–Perot active-passive lasers and found to be <6 cm<sup>-1</sup>. The internal quantum efficiency of the detectors was estimated by separately reverse biasing two photodetectors configured optically in series. The first detector in the pair is the 25- or 50-μm-long detector in question. The second detector is significantly longer at 250 μm such that essentially all optical power escaping the first detector is absorbed. A 1550-nm continuous-wave (CW) optical input is then applied to the facet through a lensed fiber. The internal quantum efficiency is estimated by taking the fraction of photocurrent detected in the first detector over the sum of photocurrents in both detectors. The estimated internal quantum efficiency for both 25 μm (solid lines) and 50-μm-long (dashed lines) UTC type detectors at reverse biases of 1–4 V is shown in Fig. 9. As can be seen from the figure, the internal quantum efficiency of the 25-μm-long detector is
~90% as predicted by the beam propagation simulations. The 50-μm-long detector achieves over 95% quantum efficiency. The CW responsivity was measured to be 0.20 and 0.25 A/W at a wavelength of 1550 nm for the 25- and 50-μm-long detectors, respectively. The efficiency values reported here are on the same order as those previously reported for high efficiency discrete waveguide type UTC photodiodes with an external quantum efficiency of 32% [17], however are significantly lower than the 1.14 A/W reported in [5]. With an optimized input waveguide design, a better choice of lensed fiber, and the application of an antireflective coating, the high coupling loss measured at ~6 dB could be significantly reduced, resulting in an increased responsivity.

For direct comparison of the UTC photodiodes realized with the regrowth step to the QW p-i-n detectors we were previously forced to employ in high functionality PICs, QW p-i-n detectors were fabricated on the same chip. Fig. 10 shows the measured efficiency from a 75-μm-long QW p-i-n consisting of ten centered 6.5-nm-thick wells, for a total absorber thickness of 65 nm. As can be seen in the figure, the QW p-i-n detector requires a large bias of ~4 V to maintain a linear internal quantum efficiency at the low power levels that these measurements were made. The decrease in quantum efficiency with increasing power at lower bias levels is indicative of space charge saturation occurring in the QW p-i-n detectors. The superior dc saturation performance demonstrated by the UTC photodiodes over the QW p-i-n detectors fabricated on the same chip further reinforces the necessity of integrating the UTC photodiode into high functionality PICs. This fabrication scheme allows the laser and EAM sections to utilize the c-MQW structure while increasing the detector performance by moving from a QW p-i-n to a UTC design [9].

A set of current versus voltage (I–V) sweeps were taken from ~5 to +1.5 V for the photodiodes at various levels of input power. The dark current generated in a 25-μm-long devices was found to be 0.5 μA at ~1 V, 3 μA at ~3 V, and 10 μA at ~5 V. The reverse bias series resistance for this device was estimated to be 35–40 Ω by taking the slope of an appropriately placed load line through the set of IV curves taken at various input power levels. The series resistance is over 2x higher than that of high performance discrete photodiodes reported in [2] with similar diode areas. This excess resistance is likely due in part to the ~2x thicker p-cladding and intermixed c-MQW in our structure, which are necessary for the other waveguide architectures integrated with the photodiode.

The frequency response of the photodiodes was characterized using a 20-GHz Agilent Lightwave Component Analyzer (LCA). The optical signal from the LCA was fed through an erbium-doped fiber amplifier (EDFA) and then coupled into the photodiode waveguide using a lensed fiber. The AlN carrier possessing a matched 50-Ω load was probed with ground-signal-ground probes to extract the electrical signal from the photodiode with an effective termination load of 25 Ω. The frequency response of the photodiode was then characterized as a function of average detected photocurrent and reverse bias.

The optical to electrical response of a 25-μm-long photodiode is shown for various average detected photocurrent levels at a reverse bias of 3 V in Fig. 11. The response curves are normalized to the 5-mA curve such that they are easily differentiated. As can be seen in the figure, the 20-GHz response demonstrates under 0.5 dB of roll-off with average photocurrents up to 20 mA. At an average photocurrent of 25 mA, the roll-off is somewhat increased to 0.75 dB and at 35 mA, the 20-GHz roll-off is increased to slightly over 2 dB. When increasing the reverse bias to 4 V at an average photocurrent of 35 mA, the roll-off is decreased to below 1 dB. In Fig. 12 we show the effects of reverse bias on the bandwidth of the same detector at an average photocurrent level of 10 mA. At a reverse bias of 1 V, the 3 dB bandwidth of the 25 μm long photodiode is 16.5 GHz. Upon increasing the bias to ~2 V, the bandwidth increases such that there is only 0.5 dB roll-off out to 20 GHz. For reverse biases of 3 and 4 V, there is no roll-off in the response out to 20 GHz.
The optical to electrical response of a 50-μm-long photodiode is presented for various average photocurrent levels at a reverse bias of 4 V in Fig. 13. The response curves are normalized to the 20 mA curve such that they are easily differentiated. As shown in the figure, for average photocurrent levels of up to 40 mA, the roll-off at 20 GHz is under 2 dB, and at 50 mA, the roll-off at 20 GHz is 2.2 dB. The 20-GHz 3-dB photocurrent level was found to be 55 mA. Beyond this photocurrent level, the photodiode demonstrated a marked decrease in quantum efficiency due to saturation effects.

The minimal roll-off of under 0.5 dB demonstrated by the 25-μm-long photodiode and under 2.0 dB demonstrated by the 50-μm-long photodiode out to 20 GHz is in excellent agreement with our response simulations used in Fig. 7, which predicts a 3-dB bandwidth of 33–36 GHz for the 25-μm-long photodiode. The maximum 3-dB bandwidths reported in this initial demonstration of UTC photodiodes fabricated using the integration scheme do not reach the >40-GHz levels reported for discrete waveguide type UTC photodiodes. However, the reported discrete photodiodes employ semi-insulating substrates for lowered capacitance and have specially designed RF pads for low capacitance and impedance matching [5], [17]. These measures can be easily implemented into the UTC photodiodes reported here in order to greatly improve the response characteristics.

The key performance characteristic offered by the UTC photodiode over p-i-n photodiodes is the improved photocurrent handling capabilities. It can be difficult to directly compare the photocurrent handling capabilities of various detectors reported in literature due to the differences in measurement techniques. However, a special type of p-i-n photodiode to maximize bandwidth and efficiency is reported in [18] and uses similar metrics to characterize the photocurrent handling capabilities. In this report a 90-μm² photodiode demonstrates a 50-GHz 3-dB bandwidth at a bias of −3 V under low photocurrent operation. However, upon increasing the photocurrent to 18 mA, the bandwidth falls to under 10 GHz. Since the 75 μm² photodiodes reported here operating at the same bias demonstrated no bandwidth degradation up to 25 mA of average photocurrent and still maintained >20 GHz bandwidth for 35 mA of average photocurrent, the advantages offered by the UTC structure are apparent. In [5], state-of-the-art waveguide-type UTC photodiodes with a diode area of 320 μm² are characterized by measuring the 3-dB bandwidth at different photocurrent levels and different bias levels. At a bias level of −3 V, the 3-dB bandwidth is maintained in the 22–26-GHz range for photocurrent levels up to 30 mA. This photocurrent handling performance appears to be well inline with the performance reported here for photodiodes of 75 and 150 μm² operating at the same bias levels.

To examine the large signal characteristics of the photodiodes, eye diagrams were taken at 10 and 40 Gb/s in a non-return to zero (NRZ) format. In the test setup, a CW light source at 1548 nm was modulated using a pattern generator operating with a pseudo-random bit sequence (PRBS) of $2^{31} − 1$. The...
modulated light was then fed through an EDFA and into the waveguide of the photodiode using a lensed fiber. The electrical output of the device was analyzed using an Agilent DCA.

In Fig. 14(a), we present 10 Gb/s eye diagrams taken from a 25-µm-long detector at a given input power. The voltage amplitude provided by the photodiode at a reverse bias of 3 V, was 0.85 V and at a reverse bias of −4 V, it was 1.0 V. These amplitudes are indicative of minimum peak currents of 34 and 40 mA, respectively, since the voltage drop was obtained over an effective load 25 Ω due to the 50-Ω matching load on the carrier. In Fig. 13(b), eye diagrams from a 50-µm-long detector are shown for a given input power. The voltage amplitude provided by this photodiode at a reverse bias of 3 V was 1.65 V and at a reverse bias of 2.5 V, it was 1.0 V. The higher crossing point of the eye diagram driving a voltage amplitude of 0.53 V at a reverse bias of 2.5 V is indicative of the onset of saturation. However, upon increasing the reverse bias to 3.0 V, the voltage amplitude is increased to 0.6 V and the crossing point returns to its normal position. The 0.6 V amplitude provided by the photodiode at 3 V is indicative of a minimum peak current of 24 mA in the photodiode.

VI. Conclusion

We have presented the concept and design for the realization of UTC type photodiodes fabricated using a novel QWI and MOCVD regrowth scheme. The photodiodes were fabricated on the same chip as high-gain c-MQW active regions, low optical confinement o-MQW active regions, and intermixed c-MQW passive waveguide sections. Since this scheme is an extension of and completely compatible with our established SG-DBR/EAM transmitter process, we demonstrate an extremely flexible integration technology to enable the monolithic integration of UTC photodiodes with high gain widely tunable laser diodes, high efficiency EAMs, and high saturation power SOA’s.

In this first demonstration of UTC photodiodes fabricated on intermixed QWs, the UTC photodiodes exhibited greatly reduced DC saturation characteristics over the QW p-i-n photodiodes fabricated on the same chip that were previously used as detectors in high functionality PICs. The 3 × 25 µm² UTC photodiodes exhibited high internal quantum efficiencies of 90% and a minimal response roll-off out to 20 GHz, which is in good agreement with simulations. No significant degradation in the bandwidth out to 20 GHz was observed for average photocurrent levels up to 25 and 50 mA for the 3 × 25 µm² and the 3 × 50 µm² photodiodes, respectively. Eye diagrams at 10 Gb/s demonstrated peak photocurrents of 40 and 72 mA in the 3 × 25 µm² and 3 × 50 µm² photodiodes, respectively. Open 40 Gb/s eye diagrams were achieved with a voltage amplitude of 0.6 V. Future work will include further optimization of the UTCs for increased bandwidth.
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IMPROVED FUNCTIONALITY AND PERFORMANCE IN PHOTONIC INTEGRATED CIRCUITS

Larry A. Coldren, James Raring, Matt Sysak, Jonathan Barton, and Leif Johansson

Materials and Electrical and Computer Engineering Depts., University of California, Santa Barbara, 93106

Abstract

With the continued maturation of InP-based photonic ICs, improvements in their functionality, performance, and reliability are evolving. High-performance single-chip transmitters, receivers, sensors, transceivers, and wavelength converters that integrate numerous components have been demonstrated. Here we summarize results of integrated widely-tunable transmitters using two different integration platforms.

I. Introduction

The majority of optoelectronic components comprising modern day communications systems are discrete in nature. Several of these discrete components with differing functions are then interconnected using fiber splices in a configuration to provide the required system functionality. The underlying advantage of this method is that each component is optimized for one specific function, enabling deployment of state of the art components. However, there are several shortcomings involved with this method. The difficulty in efficiently coupling light on and off each discrete chip is great. Advances in the coupling between the semiconductor chip and optical fiber using mode converters is a significant step in reducing the coupling loss, yet coupling is still a dominant source of optical loss. Another draw back to discrete components is the expense involved with packaging each component individually. This is the major expense as devices are taken from fabrication to deployment. A reduction of the packaging cost can be accomplished by using co-packaging of optoelectronic components although device-to-device coupling is still an issue.

The monolithic integration of the optoelectronic devices on a single chip offers the potential to completely eliminate the device-to-device coupling problem. This can provide a significant reduction in packaging cost and package size as well as increased reliability and reduced power dissipation. Increased reliability results from the elimination of possible mechanical movements amongst the elements of an optical train and the reduced driving currents allowed by the reduction in optical coupling loss between elements. The reduction in required drive currents subsequently results in decreased device power consumption.

There are some general requirements that must be fulfilled when monolithically integrating optoelectronic components. First, each integrated component must function as intended. The performance of each integrated component must operate at a level that will enable the PIC as a whole to achieve its specified performance level. Clearly, as these levels are increased, the performance demands of the individual integrated components will also be increased. The second requirement is that the operation of one component must not adversely effect the operation of another. That is, each component should be isolated from the other components on chip and function as if it were discrete. These requirements allow for the design of PICs using an optoelectronic building blocks approach such that discrete components sharing a common growth and processing platform can be combined in a way that creates a higher functionality device or PIC. When implementing a method for monolithic integration, the trade-off between fabrication difficulty and device optimization capabilities should be carefully weighed since added processing steps and growth complexity can lead to increased manufacturing costs and yield reduction. Additionally, the method should not be prohibitively time consuming or expensive. A review of some of some integration methods are given in the following section.

II. Integration Technologies

Three established active-passive integration techniques are outlined in Fig 1. The butt-joint regrowth method is an example of an integration scheme offering a high degree of versatility, because waveguides with exactly the desired properties can be grown successively after removal of the original waveguide. However, it tends to suffer from imperfect interfaces between the two guides, resulting in unwanted scattering loss and reflections. Of course, a separate
regrowth is required for each new bandgap or other waveguide property change.

Selective area growth (SAG) uses a dielectric mask to pattern the wafer, which inhibits epi-layer growth during MOCVD\(^2\). As a result the layers grow thicker near the dielectric mask and this can be used to tailor the waveguide properties along its length. However, waveguide properties cannot be shifted very abruptly, the waveguide thickness and confinement factor also change, and critical control of growth parameters are necessary.

An established and very simple integration platform is based on the use of offset QWs, where the multi-quantum well (MQW) active region is grown above a passive bulk waveguide that extends throughout the PIC\(^3\). Passive, tuning, or modulator regions are then formed by selectively etching off the MQW active prior to the single non-critical regrowth. However, here there is a slight discontinuity at the interface, the confinement factor is limited by the offset geometry in the active section, and only two possible waveguides/bandgaps are possible. Nevertheless, this platform has enjoyed commercial success with fairly complex PICs involving, for example, a five-section widely-tunable SGDBR laser, an SOA, and an EAM on a single chip. The SGDBR itself contains two tunable mirrors, a backside detector, an intracavity phase shifter, and a gain region.

In order to improve upon the above well-established integration platforms, two new platforms have been developed as shown in Fig. 2. The first, called the ‘dual quantum-well’ approach, is just like the offset QW platform outlined in Fig. 1 (c), with the addition of higher bandgap QWs in the common ‘passive’ waveguide\(^4\). This is very beneficial for more efficient electroabsorption and phase modulators due to the possible use of the quantum-confined Stark effect (QCSE), which provides a more abrupt absorption edge. With only a moderate increase in the base structure growth complexity, QW EAMs can now be realized on the same chip as widely-tunable lasers using the identical simple processing steps as in the offset QW method. This scheme offers a large degree of EAM design freedom since the MQW design can be tailored without disruption of the laser active region. This freedom opens new avenues for the use of specially designed wells for optimum modulator performance in terms of well depth, well/barrier width, and well symmetry.

Another method to realize multiple QW bandedges is through quantum well intermixing (QWI), which allows for the strategic, post growth, tuning of the QW band edge using a relatively simple procedure\(^5\). This is illustrated in Fig. 2b. As this technique enables the employment of centered MQW active regions for maximized modal gain lasers and blue shifted QWs by various amounts for use in EAMs and passive waveguides. QWI breaks the trade-off associated with the simple fabrication scheme offered by the offset QW method and the design flexibilities offered by butt-joint regrowth and SAG. QWI makes use of the metastable nature of the compositional gradient found at heterointerfaces. The natural tendency for materials to interdiffuse is the basis for the intermixing process. Also, because QWI does not change the average composition, but only slightly changes the compositional profile, there is a negligible index discontinuity at the interface between adjacent sections. This eliminates parasitic reflections that can degrade performance.

In our work we employ the implant-enhanced interdiffusion technique, which relies on the diffusion of point defects created during an ion implantation into an InP implant buffer layer grown above the MQW active region. This method has been shown to have good spatial resolution, and be controllable using anneal time, temperature, and implant dose\(^5\). Furthermore, we have shown that numerous QW band edges can be obtained by sequential selective removal of the vacancy source followed by a prescribed RTA. As indicated in Fig. 3a the properties of the resulting MQW regions still

---

**Fig. 1.** Various techniques for achieving active and passive sections orthogonal to the growth direction.

**Fig. 2.** Newer integration techniques for enhanced high-functionality PIC performance.
have good QCSE behavior. And as shown in Fig. 3b low-loss passive waveguides are enabled by shifting the absorption edge further.

![Fig. 3a. Photocurrent vs. wavelength for as grown, partially intermixed (EAM) and more fully intermixed (passive) quantum wells.](image)

**III. PIC Results**

In the following sections results are presented from PICs fabricated on the dual QW and on the QWI platform. First we report the performance 10 Gb/s widely-tunable transmitters monolithically integrated with photoreceivers employing waveguide flares for both the SOA and the detector for the realization of a 10 Gb/s photocurrent-driven wavelength converter (PD-WC). In the following section results are shown for a 10 Gb/s widely-tunable negative-chirp transmitter fabricated using QWI.

**III.A. Dual QW 10 Gb/s Transmitter with Integrated Receiver**

SG-DBR lasers have been integrated with QW EAMs and SOA/QW p-i-n receivers employing flares and tapers for improved saturation characteristics using the dual QW platform. This device, shown in Fig. 4, was the first single chip widely tunable EAM based 10 Gb/s PD-WC providing 10 dB of output signal extinction and a net conversion gain. Further details and performance characteristics of the PD-WC device can be found elsewhere. Here we focus on the transmitter portion of the device which is comprised of a five section SG-DBR laser followed by an SOA for output amplification and a QW EAM consisting of seven 9.0 nm compressively strained wells and six 5.0 nm tensile strained barriers. The 5 sections of the SG-DBR laser are, from front to back of the laser: front mirror, gain, phase, rear mirror, and backside absorber, as depicted in Fig. 4. The phase and mirror sections function to tune the wavelength of the laser. The output tuning spectra of the transmitter demonstrated over 40 nm of continuous tuning with a side mode suppression ratio (SMSR) of > 35 dB at all wavelengths. The SG-DBR lasers demonstrated threshold currents of under 40 mA with over 20 mW of output power at a gain current of 160 mA. There is no significant degradation in the laser performance over that of SG-DBRs fabricated using the offset QW platform, and in fact, there is a slight enhancement in the tuning efficiency of the lasers due to the addition of the QWs in the waveguide.

![Fig. 4. Top view SEM of PD-WC using dual-QW platform and flared/tapered waveguide schemes in receiver.](image)

In Fig. 5a, EAM extinction versus bias, and in Fig. 5b, EAM slope efficiency versus bias are presented for both bulk FK type EAMs fabricated using the offset QW method and QW EAMs fabricated using the dual QW method. The QW EAM provides up to 2.5X the efficiency than that of the FK device. Furthermore the QW EAM has an optimal operating bias regime in the 2.5 to 3.5 V with respect to the extinction efficiency. The FK EAM demonstrates an increase in extinction efficiency at larger biases, requiring a larger modulation swing and resulting in relatively high on loss.
Fig. 5  (a) Extinction and (b) slope efficiency versus reverse bias for 400µm long EAMs employing the FK absorption mechanism fabricated on the offset QW platform and employing the QCSE absorption mechanism fabricated using the dual QW platform.

The reduced doping levels in the EAM required for optimized efficiency in the dual QW platform over that of the offset QW platform enables a significantly lowered device capacitance. As a result, a 400 µm long dual QW EAM demonstrating 10 GHz of 3 dB bandwidth, which is a factor of 2 better than the FK EAM response shown on the same plot. Thus, with the dual QW platform we have demonstrated a 2X improvement in EAM efficiency and bandwidth without any degradation to the laser performance or additional fabrication steps than those associated with the offset QW platform.

Fig. 6 (a) DC Extinction of a 175 µm EAM fabricated with QWI for wavelengths of 1558 nm (circles), 1570 nm (squares), and 1580 nm (triangles). And (b) electrical to optical frequency response of the same EAM. The circular markers represent every 30th data point.

The efficient extinction properties are due to the combination of the centered quantum well design and the intermixing process that allows for precise placement of the modulator band edge. The 3dB bandwidth, shown in Fig. 6b, of the same modulator was greater than 19 GHz. Eye diagrams, shown in Fig. 7a, were taken at wavelengths of 1558 nm, 1564 nm, 1571 nm, and 1578 nm with DC biases ranging from -2.1 to -

III.B. SG-DBR /EAM 10 Gb/s Transmitter Fabricated with QWI

Figure 6 shows results from a similar SGDBR-EAM transmitter fabricated with QWI with properties outlined in Fig. 3. This is the first widely-tunable transmitter demonstrating negative chirp characteristics at 10 Gb/s over its entire tuning range. The SG-DBR laser demonstrated a threshold current of 13mA, with an output power of 10mW at a gain section current of 100mA. At this operating point, a side-mode suppression ratio (SMSR) greater than 35 dB was achieved. The EAM (175 µm) demonstrated over 40 dB of DC extinction for wavelengths of 1558, 1570, and 1580 nm, with efficiencies greater than 20 dB/Volt as shown in Fig. 6a.
3.8 V and peak to peak voltage swings ranging from 2.2 V to 3.4 V. Greater than 10 dB extinction was achieved at all wavelengths. Transmission experiments at 10 Gb/s were performed using a non-return to zero (NRZ) pseudo-random-bit-sequence (PRBS) of $2^{31}-1$ through Corning SMF-28 fiber. BER curves through 25, 50, and 75 km of fiber at a wavelength of 1564 nm are shown in Fig. 7b. The EAM was biased at -3.5 V with a 2.0 V peak-to-peak swing. Error-free operation was achieved through 75 km of fiber with a power penalty of less than 0.5 dB. The low power penalty transmission is indicative of negative chirp operation\textsuperscript{20}. The shaping of the eye diagrams due to dispersion is clearly seen in the insets of Fig. 7b where the optical eye diagrams are shown after transmission through fiber.

![Eye diagrams](image)

Fig. 7 (a) 10Gb/s back-to-back eye diagrams from transmitter at wavelengths of 1558 nm, 1564 nm, 1571 nm, and 1578 nm and (b) BER curves/eye diagrams for back-to-back (cross), and transmission through 25 km (circles), 50 km (triangles), and 75 km (squares) of fiber.

IV. Conclusion

The monolithic integration of optoelectronic components supporting modern day communication systems will provide solutions at low cost with a reduction of space requirements and device power dissipation. However, as the functionality of the PIC is increased, the challenge of realizing a high performance integrated is great due to the unique characteristics required by the individual components for optimum performance. To meet the increasing performance demands placed upon the PICs, novel integration platforms must be developed such that the design space is increased without significant increase in processing and growth requirements that can raise cost and lower yields.

We have reviewed two viable integration technologies, which provide the foundation for the monolithic integration of QW EAMs with widely tunable SG-DBR lasers. By growing a blue-shifted MQW in the bulk waveguide below the active MQW in the base structure, etching the active MQW in regions where gain is not required and performing a regrowth of the upper cladding, the dual MQW platform requires the same simple processing/growth steps as the well-established offset MQW platform with the added flexibility of a second MQW bandedge. By using our implant enhanced QWI scheme, any number of MQW band-edges can be realized on the same chip for the fabrication of high-functionality PICs. Furthermore, this method enables the use of a centered MQW active region for maximized modal gain lasers. Through the use of QWI, we have demonstrated the first widely-tunable negative chirp EAM based transmitter.

V. References
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Abstract—A monolithic integration platform is demonstrated for high functionality photonic circuits that include quantum-well electroabsorption modulators, semiconductor optical amplifiers, and widely tunable lasers. The platform is based on the selective removal of a set of active quantum wells located above an optical waveguide layer. The waveguide layer contains a second set of quantum wells to be used in modulator regions. Fabrication requires only a single blanket InP regrowth.

Index Terms—Electroabsorption modulators (EAMs), monolithic integration, quantum confined stark effect (QCSE), sampled grating distributed Bragg reflector (SGDBR) laser, semiconductor lasers, semiconductor optical amplifier (SOA).

I. INTRODUCTION

T he development of high functionality photonic integrated circuits (PICs) is critical for reducing packaging costs and improving performance in next-generation networks. As a precursor to such devices, an integration platform must be available that requires simple fabrication and growth procedures in order to minimize processing requirements and maximize device yields. Several viable platforms have been demonstrated using the InGaAsP–InP material system. These include selective area growth, butt-joint regrowth, quantum-well intermixing, and offset quantum-well (OQW) platforms [1].

For PICs that require a tunable laser source integrated with electroabsorption modulators (EAMs) and semiconductor optical amplifiers (SOAs), the OQW platform employing sampled grating distributed Bragg reflector (SGDBR) lasers has been shown to be one of the simplest solutions [2]. A diagram of the layer structure in this platform is shown in Fig. 1(a). In this approach, quantum wells (QWs) located above a bulk InGaAsP waveguide layer are used for optical gain. To define regions where gain is not necessary, a wet selective etch is performed to remove these QWs. The etch terminates on a 15-nm InGaAsP waveguide layer. The photoluminescence (PL) peak of the added wells is detuned from the offset QWs to balance propagation loss and laser performance.

To demonstrate the viability of the DQW platform, we have modified to obtain QCSE-based EAMs. A diagram of the DQW platform is shown in Fig. 1(b). In this new platform, the same selective etching and blanket regrowth techniques used in the OQW approach are employed to define optical gain (active) and passive/EAM regions. However, to enhance the EAM modulation efficiency, bandwidth, and chirp characteristics, a second set of QWs is placed into the center of the waveguide layer. The photoluminescence (PL) peak of the added wells is detuned from the offset QWs to balance propagation loss and laser performance with EAM efficiency.

To demonstrate the viability of the DQW platform, we have compared active region material characteristics and EAM performance for both the OQW and DQW platforms using a set of integrated widely tunable transmitters.

II. DQW INTEGRATION PLATFORM

The offset QWs in the DQW platform are identical to those in the OQW approach. The offset QW stack consists of 7 × 6.5 nm compressively strained wells and 8 × 8.0 nm tensile strained barriers with a PL peak of 1550 nm. Below the offset wells is a 345-nm InGaAsP waveguide layer. In the center of the waveguide is the second set of QWs consisting of 7 × 9.0 nm compressively strained wells and 6 × 5.0 nm tensile strained barriers.
with a PL peak of 1480 nm. The conduction and valence band offsets for the waveguide QWs are 65 and 97 meV, respectively.

Above and below the waveguide QWs is a 25-nm undoped outer barrier layer. The remaining waveguide consists of high bandgap (1.3 μm) material that is lightly doped n-type (Si) at 5 × 10^{19} cm^{-3}. Since the waveguide doping levels are low, the electric field at the QWs with a reverse bias is almost identical to that in a standard PIN structure.

### III. DQW PLATFORM MATERIAL PARAMETERS

When introducing a set of QWs into the waveguide layer, it is critical that the propagation loss and optical gain properties of the integrated SGDBR laser, optical amplifier, and passive waveguides are not degraded. Under forward bias operation, injected carriers must travel to the offset QWs without parasitic recombination for high laser injection efficiency. For holes, the transport path is identical to that in the OQW platform. Carriers are injected from p-cladding into the offset wells and trapped by the potential barrier created by the InP SE layer above the waveguide. The SE is thin enough to avoid vertical coupling effects in the active region, but maintain repeatability in the selective wet etch process. However, for electrons, carriers from the n-buffer layer must pass through the potential barriers associated with the waveguide QWs and over the InP SE layer before entering the OQWs for recombination.

To examine the carrier transport process in the DQW platform, pulsed differential efficiency measurements were performed on a set of 50-μm-wide Fabry–Pérot broad area lasers (BAL) and 3-μm-wide active ridge lasers (RLs) using the cleave back method. From the RLs, the injection efficiency and the modal active region propagation loss at 1550 nm was extracted. From the threshold current and differential efficiency of the BALs, a two parameter fit material gain curve was generated after accounting for the offset QW confinement factor of 6.2 %. These results are summarized in Table I and are in excellent agreement with measurements from devices fabricated on the OQW platform containing a moderately doped n-type (1.41-μm bandgap, 2 × 10^{17} cm^{-3}) Si waveguide. This indicates minimal or no added parasitic recombination in the waveguide QWs.

The other key material parameter that has been examined for the DQW integration platform is the passive region propagation loss over wavelengths within the telecommunications C-band. To investigate this, structures have been fabricated that contain a tunable laser source and a 3-mm-long passive waveguide. Electrical contacts are placed periodically along the passive waveguide and reverse biased to measure the photocurrent at each point along the structure. Based on the ratio of the photocurrents at each contact and the separation between pads, the propagation loss can be calculated. Results showed losses of 6 cm^{-1} at 1562 nm, 7.5 cm^{-1} at 1550 nm, 10 cm^{-1} at 1542 nm, and 16 cm^{-1} at 1530 nm. The exponential dependence of the propagation loss is expected based on an Urbach absorption tail resulting from the bandgap energy proximity between the waveguide and OQW stacks [4]. The propagation loss for the OQW waveguides was 6 cm^{-1} at 1550 nm. This is not expected to vary greatly due to the large bandgap detuning.

### IV. DQW TUNABLE TRANSMITTER

To demonstrate the viability of the DQW integration platform for use in high functionality PICs and to compare performance of the QW-EAMs with OQW FK-EAMs, we have fabricated a set of widely tunable transmitters. Devices consisted of a four-section SGDBR laser, a 400-μm-long SOA and a 400-μm-long EAM. To minimize parasitic capacitance, photo-bis-benzocyclobutene was used as a low-k dielectric. The separation between the SGDBR front mirror and SOA postamplifier is 50 μm, and between the SOA postamplifier and EAM is 100 μm. Device isolation is accomplished by selective removal of the Zn : InGaAs layer and a proton implant. All transmitters were antireflection-coated, soldered on AlN carriers, and wire-bonded for characterization. The temperature in the following experiments was held at 17 °C.

For the DQW SGDBR, on-chip light versus current characteristics and fiber coupled output spectra at various wavelengths have been collected. The on-chip light output–current–voltage (L–I–V) data is extracted by reverse biasing the SOA that spatially follows the front mirror of the laser, and monitoring the detected photocurrent. The threshold current for the SGDBR was 38 mA at 1550 nm and optical power levels up to 12 mW were observed at a gain region bias current of 100 mA. Superimposed fiber coupled SGDBR spectra at various wavelengths are shown in Fig. 2 with both laser gain and SOA biased at 100 mA. Output powers ranged from 0 dBm at 1532 nm to 5 dBm at 1560 nm with fiber coupling losses measured at 4.5 dB. The sidemode suppression ratio for all operating wavelengths is greater than 30 dB.

The performance of the DQW EAMs and OQW EAMs (1.41-μm bandgap, 2 × 10^{17} cm^{-3}) Si) were evaluated based on several device characteristics. These included measurements of the broadband dc extinction, small signal 50 Ω terminated S21 electrical to optical response, and the large signal chirp.

Normalized dc extinction measurements are shown in Fig. 3. At wavelengths of 1532, 1545, and 1560 nm, respectively,
the DQW EAMs show modulation depths of $-40$, $-33$, and $-26$ dB, and peak modulation efficiencies of 16, 13, and 10 dB/V. Compared with FK-EAMs at similar wavelengths, this corresponds to improvements between 4 and 6 dB for the modulation depth and 4 and 3 dB/V for the modulation efficiency. The insertion loss of both EAM types is compared by combining the on-state insertion loss with the wavelength dependent propagation loss. The comparison is performed at dc bias points that maximize slope efficiency. For the QW-EAMs, the optimal slope efficiency at 1545 nm occurs at $-2.4$ V. With a 1-V pp modulation, the on-state loss from Fig. 3 is $-5$ dB. Combining this with the wavelength-dependent propagation loss for a 400-μm-long device, the total loss is $-6.75$ dB. A similar calculation for an FK-EAM operating at 1545 nm that has been biased for maximum slope efficiency ($-4.5$ V) gives a total EAM insertion loss of $-18$ dB.

Electrical-to-optical $S_{21}$ measurements for OQW and DQW EAMs are shown in Fig. 4 at a bias of $-3$ V. The 3-dB bandwidth is improved from 4 to 10 GHz for the QW-EAMs. This result corresponds well with the larger depletion thickness that is expected using the lower waveguide doping employed in the DQW epitaxial structure. Since it is well known that QW-EAMs suffer from carrier screening effects, measurements on the DQW devices were performed for a variety of waveguide photocurrent levels. DQW EAMs show no deviation in bandwidth with up to 17 mA of photocurrent. Alternatively, similar FK-EAMs have been shown to be compatible with large optical power levels in [5].

The EAM chirp characteristics are shown in Fig. 5. This measurement was performed at 10 Gb/s using the Agilent Time Resolved Chirp (TRC) software with the SGDBR laser transmitters tuned to 1560 nm. This wavelength was selected because the large detuning between the laser wavelength and the waveguide absorption peak represents a condition where it is difficult to obtain small chirp values [3]. The DQW EAMs that employ the QCSE show lower chirp values at applied bias levels greater than $-2$ V, with zero chirp at $-3.8$ V.

V. Conclusion

We have demonstrated a DQW integration platform for advanced photonics circuits that requires a single blanket InP regrowth step to realize QW-EAMs, widely tunable lasers, and optical amplifiers. Integrated EAMs fabricated in this new platform show larger bandwidths, improved efficiency, lower insertion loss, and reduced chirp when compared with FK-EAMs that are available using a similar OQW platform.
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Abstract: We present the first 40Gb/s widely-tunable EAM/laser transmitters demonstrating 1.0-1.5VPtoP drive, low-chirp, and under 0.5dB of power penalty for transmission through 2.3km of fiber. A robust quantum-well-intermixing technique was employed for the realization of these devices.
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1. INTRODUCTION

For the first time, an electroabsorption modulator (EAM) based widely-tunable transmitter demonstrating negative chirp performance at 40 Gb/s has been fabricated using a simple, robust quantum-well-intermixing (QWI) processing platform. The transmitter consists of a quantum-well (QW) EAM monolithically integrated with a widely-tunable sampled grating (SG) DBR laser. The EAMs demonstrated 3dB optical bandwidths of up to 39 GHz, low drive voltages (1.0-1.5 VPtoP), and 0.2-0.5 dB of power penalty for 40 Gb/s transmission through 2.3km of fiber across the wide tuning range of the SG-DBR laser. The QWI method facilitates a simple fabrication sequence avoiding the traditional processing complexity necessary for the integration of negative chirp EAMs with diode lasers.

Electroabsorption-modulated lasers are candidate sources for 40 Gb/s very-short-reach (VSR) router to router interconnect applications, as they are compact, potentially low-cost, and can facilitate low drive voltages with high bandwidth [1]. The monolithic integration of EAMs with widely-tunable lasers allows for inventory reduction and wavelength agile functionality. A QW-based EAM exploits the quantum confined stark effect resulting in increased efficiency over bulk Franz-Keldysh type EAMs, and allows for the possibility of achieving negative chirp. Previous reports of 40 Gb/s QW-EAMs either did not include an integrated laser or included a single frequency distributed feedback (DFB) laser [1, 2, 3].

Butt-joint regrowth is the traditional method implemented to monolithically integrate QW-EAMs with lasers. This method involves the selective removal of the as-grown waveguide/multiple QW (MQW) region followed by the regrowth of waveguide/MQW material with the desired band edge. Although the butt-joint regrowth process does allow each integrated component to possess a unique band edge, the difficulty associated with matching thickness and achieving the desired composition to avoid reflection and loss at the interface is great [4]. Selective area growth is another technique used to realize multiple band edges across a wafer. However, in addition to the lack of abruptness of the transition region, the thickness of the waveguide changes from one region to the next therefore modulating the optical confinement factor of the device in the axial direction. Another method uses the detuning of the DFB laser Bragg wavelength from the absorption edge of the MQW, allowing the same active layer to be used in the laser and EAM. However, this method imposes a performance trade-off between the laser and EAM [3]. The relatively simple QWI process employed in this work enables optimal placement of the QW band-edge in the laser, EAM, and passive sections without disturbing the waveguide in the axial direction [5].

2. EXPERIMENT

The transmitter used in this work was the output stage of an integrated transceiver, which also contained an SOA/photodetector receiver [6]. The receiver consists of a low-confinement semiconductor optical amplifier (SOA) for high saturation power and a uni-traveling carrier (UTC) photodiode capable of 40 Gb/s operation. Details of the receiver structures are given in [7, 8]. Here we focus on the transmitter, which contains a five section widely tunable sampled-grating (SG) distributed Bragg reflector (DBR) laser followed by an EAM. The 5 sections of the SG-DBR laser are, from back to front in Fig. 1a, backside absorber, rear mirror, phase, gain, and front mirror. The phase and mirror sections function to tune the wavelength of the laser [5]. The lithographically defined mirrors make the SG-DBR laser ideal for monolithic integration.
This work employs a modified ion-implantation enhanced QWI process described in [5]. In this process, point defects are created by ion implantation into an InP buffer layer over the MQW active region. During a high temperature anneal, the defects are diffused through the MQW region, promoting the interdiffusion of group V-atoms between the wells and barriers. The interdiffusion reshapes the QW profile resulting in a shift in the quantized energy levels in the well, and hence a shift in the band edge energy.

3. PROCESS

Two different epitaxial base structure MQW designs were explored in this work. The first consisted of 10 InGaAsP 6.5 nm compressively strained (0.9%) QWs and 8.0 nm tensile strained (0.3%) InGaAsP barriers. The second consisted of 15 InGaAsP 8.0 nm compressively strained (0.6%) QWs and 8.0 nm tensile strained (0.3%) InGaAsP barriers. Both MQW designs were centered within a 1.3Q waveguide. A standard surface ridge waveguide architecture was employed in the laser and EAM. A cross-section of the 3μm wide EAM region is shown in Fig. 1b. Using the intermixing process detailed in [5] and illustrated in Fig. 1c, the as-grown MQW band-edge (λPL = 1540nm) was blue-shifted in the EAM (λPL = 1505nm) and passive regions (λPL = 1440nm) as shown in Fig. 1d.

4. RESULTS

The surface ridge SG-DBR lasers using the 10 MQW design demonstrated over 30nm of tuning, threshold currents of 35mA, and output powers of 15-30mW at a gain section current of 150mA. At this operating point, a side mode suppression ratio (SMSR) greater than 35 dB was achieved. The EAMs with a length of 125μm demonstrated over 20 dB of DC extinction for wavelengths from 1535nm to 1560nm, with peak efficiencies of over 15 dB/V as shown in Fig. 2a for the 10 MQW device. The small signal response, shown in Fig. 2b, of the 10 and 15 MQW modulators terminated with 50Ω demonstrated 3dB optical bandwidths of 39 GHz and 35 GHz, respectively. The broadband large-signal chirp parameter was characterized using Time Resolved Chirp (TRC) software for both MQW designs with 1.5V P-peak applied to the 10 MQW and 1.0V P-peak applied to the 15 MQW EAM. As shown in Fig.
2c, the chirp parameter approaches zero and goes negative with increasing reverse bias for the QW-EAMs.

Non return to zero (NRZ) eye diagrams were taken at 40 Gb/s with a pseudo random bit sequence (PRBS) of $2^{31}-1$ over the tuning range of the SG-DBR lasers for both MQW designs. In Fig. 3a, the back to back input eye along with device output eyes are shown for the 10 MQW EAM with a 1.5 V peak-to-peak (PtoP) drive and average fiber-coupled powers in the -5dBm to 0dBm range. Extinction ratios (ER) greater than 8.7dB are demonstrated for wavelengths up to 1560nm with DC bias levels ranging from 3.4V to 5.2V. The 15 MQW EAM required only a 1.0 V PtoP drive to achieve similar values of ER across the SG-DBR tuning range. The DC bias points for optimized eye diagrams are indicated on Fig. 2c to demonstrate the expected chirp at these operating points. As can be seen, the predicted chirp for the 10 MQW EAMs ranges from -0.1 to 0.3 and for the 15 MQW the chirp parameter is negative in all cases.

40 Gb/s/bit error rate (BER) testing was performed on the 10 MQW transmitter for transmission through 2.3km and 5km of standard Corning SMF-28 fiber. A PRBS of $2^7-1$ was used due to a noise floor in the bit-error rate test set-up at longer word lengths. In Fig. 3, the BER results and the respective eye diagrams for transmission through fiber are shown for a wavelength of 1553nm using a 1.5 V PtoP drive and a DC bias of 4.9V. The transmitter demonstrated between 0.2dB and 0.5dB of power penalty for transmission through 2.3km of fiber at wavelengths spanning from 1543nm to 1565nm. According to Fig. 2c, the operating points in this experiment were expected to provide slightly negative chirp. Upon increasing the transmission length to 5km, the power penalty increased to 3dB due to fiber dispersion.

5. **CONCLUSION**

For the first time, we have demonstrated high performance 40 Gb/s widely-tunable EAM/laser transmitters. The 10 MQW transmitters exhibited 39GHz of 3dB bandwidth, a 1.5 V PtoP drive, negative chirp, and low power penalty transmission through 2.3km of fiber across the tuning range of the laser. The 15 MQW device required lower drive voltages (1.0 V PtoP) and provided negative chirp at lower DC bias levels. This work was facilitated by a simple, robust QWI processing platform for the monolithic integration of blue-shifted QW-EAMs with SG-DBR lasers.
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In this work we demonstrate for the first time a monolithically integrated, widely tunable, electroabsorption modulator (EAM) based sampled grating DBR (SGDBR) laser transmitter fabricated in a novel dual quantum well (DQW) integration platform that breaks the fabrication and growth barriers associated with integrating quantum well EAMs with laser sources. Compared with the well established offset quantum well (OQW) tunable transmitters [1,2], the DQW devices require no additional processing or growth steps, and demonstrate significant improvements in bandwidth, modulation efficiency, insertion loss, and chirp characteristics.

Monolithically integrated tunable transmitters containing EAMs are key components in next generation networks due their reduced packaging costs, small footprint, and their application to inventory reduction. Of particular importance are integrated transmitters with EAMs that utilize the quantum confined stark effect (QCSE) in quantum wells due to their large modulation efficiency and low chirp characteristics. Traditionally, integrated QCSE-based transmitters have required complex growth and/or processing techniques such as selective area growth (SAG), butt joint regrowth (BJG), or quantum well intermixing (QWI). As an alternative to these approaches, the OQW platform is attractive since it uses simple selective etch techniques to define active (gain) and passive (mirror tuning/EAM) regions and requires only a single blanket p-InGaAs/InP regrowth step [2]. However, until the work presented here intensity modulation in OQW integrated EAMs has been based on the Franz-Keldysh (FK) effect, which leads to limited modulation efficiency under low insertion loss conditions and positive chirp [3].

A diagram of the novel DQW platform is shown in Fig. 1. As in the OQW approach, fabrication consists of the selective removal of a set of quantum wells located above the optical waveguide layer to form gain and passive/EAM regions, followed by a blanket p-InP/InGaAs regrowth. In the DQW platform, an additional set of quantum wells consisting of 7x9 nm wells and 6x5 nm barriers is inserted into the center of the waveguide and utilized for modulation efficiency. Careful control of the emission wavelength of the waveguide wells (1480 nm) is used to manage band-tail absorption losses associated with the detuning between the waveguide and offset wells.

The DQW transmitter consists of a four section SGDBR laser [4], a 550 µm long semiconductor optical amplifier (SOA), and a 400 µm long EAM. A supermode spectrum from the transmitter along with an on-chip current versus optical power curve for the SGDBR is shown in Fig. 2 and Fig. 3 respectively. The on-chip laser power is extracted by measuring the photocurrent that was generated when the SOA that follows the SGDBR is reverse biased and the SGDBR laser is forward biased. At 1550 nm greater than 20 mW is generated from the SGDBR at 130 mA. Fiber coupled optical power levels ranged from 0 dBm at 1532 nm to 5 dBm at 1560 nm with both the SGDBR gain and SOA biased at 100 mA. Side mode suppression ratio (SMSR) measurements over 45 channels spaced at 100 GHz (Fig. 4) was > 30 dB.

Measurements of the integrated DQW EAM DC extinction, the 50 Ω terminated electrical to optical frequency response, and large signal time resolved chirp (TRC) are shown in Fig. 5, Fig. 6, and Fig. 7 respectively. DQW EAMs slope efficiencies ranged from 10 dB/V to 16 dB/V at 1560 nm and 1532 nm and modulation depths were up to 40 dB. The 3-dB bandwidth was in excess of 10 GHz and the chirp at 10 Gb/s reaches zero at a bias of -3.6 V. We have included data from the FK-EAMs in an OQW transmitter with a moderately Si-doped waveguide (2x10^{17} cm^{-3}, 1.41 µm bandgap) in these Figures, along with a separate comparison of the slope efficiency at 1545 nm (Fig. 8). Using the DQW approach, EAM bandwidth is improved from 4 to 10 GHz, slope efficiency at 1545 nm is improved from 4 to 13.5 dB/V, and the chirp is clearly reduced.

In summary, we have demonstrated the first widely tunable transmitter fabricated on a DQW integration platform that utilizes the QCSE for modulation efficiency but maintains the simple fabrication requirements of the more traditional OQW approach. The DQW transmitters showed significantly improved modulation efficiency, bandwidth and chirp characteristics compared with the traditional OQW platform.
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Fig. 1. Epitaxial layer structure of the dual quantum well integration platform.

Fig. 2. Supermode spectrum of DQW SGDBR. Laser gain and SOA are at 100 mA bias.

Fig. 3. Current vs. voltage (dashed line) and on-chip optical power (solid line) from the DQW SGDBR at 1550 nm.

Fig. 4. SMSR measurements for DQW SGDBR over 45 channels spaced at 100 GHz. (1535 nm to 1570.2 nm)

Fig. 5. DC extinction characteristics of the DQW EAM (400 µm).

Fig. 6. Frequency response of 50 Ω terminated QW-EAM and FK-EAMs. A 10 Gb/s eye diagram is embedded in the figure (1550 nm, -2 V bias, 1.2 V pp drive voltage)

Fig. 7. Large signal chirp measured measurement for DQW-EAMs and FK-EAMs the Agilent Time resolved chirp software. Transmitter wavelength is 1560 nm.

Fig. 8. Modulation efficiency comparison of OQW and DQW EAMs (1545 nm)
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Photonic receivers integrating unitravelling carrier (UTC) photodiodes with high and low-confinement SOAs using quantum well intermixing and MOCVD regrowth


Photonic receivers integrating unitravelling carrier (UTC) photodiodes with high saturation power/high gain semiconductor optical amplifiers (SOAs) are presented. The SOAs demonstrated up to 24 dB of gain with saturation output powers of up to 18.6 dBm, while the UTC photodiodes were capable of 40 Gbit/s operation under high photocurrent operation. The chip-coupled receiver sensitivity was better than −20 dBm at 40 Gbit/s. A high-flexibility quantum well intermixing and MOCVD regrowth integration method was used for device fabrication.

Introduction: Photonic integrated circuits (PICs) hold the potential to revolutionise the photonics industry. High-functionality PICs offering light generation, detection, modulation, amplification, switching, and transport on a single chip will facilitate reduced cost, size, and power dissipation. Optimised complex PICs will not only require multiple quantum well (QW) band edges, but will also need differing amounts of gain and optical confinement, and in some cases, a radically different internal structure. In a preamplified receiver consisting of an SOA and photodetector, a low optical confinement multiple QW (MQW) active region is attractive for high saturation power performance since the photon density within the QWs can be kept relatively low. The UTC photodiode is a unique photodetector structure developed specifically to mitigate the influence of hole transport on the operation of the detector facilitating superior photocurrent handling capabilities over conventional pin-type detectors.

With the addition of simple blanket regrowth steps to a robust quantum well intermixing (QWI) scheme, we have demonstrated a method to integrate UTC photodiodes and SOAs utilising gain regions of both low and high optical confinement with high performance widely-tunable transmitters [1, 2]. Here we report the results from photonic receivers comprising UTC photodiodes and SOAs fabricated on the same chip as 40 Gbit/s, widely-tunable transmitters reported elsewhere [3]. The dual section SOAs contain a high optical confinement centred multiple quantum well (c-MQW) front-end for high incremental gain followed by a low optical confinement offset MQW (o-MQW) section for high saturation power. The SOAs demonstrated up to 28 dB of gain with saturation output powers of 18.2–18.6 dBm, and the photodiodes demonstrated 40 Gbit/s operation under high photocurrent operation. When combined to form photonic receivers, chip-coupled sensitivities better than −20 dBm were demonstrated at 40 Gbit/s. The fabrication method involved only simple blanket MOCVD regrowth steps.

Experiment: Device fabrication begins with MOCVD growth of the epitaxial base structure consisting of ten 6.5 nm QWs separated by 11.8 nm barriers centred within two InGaAsP:Si waveguide layers for maximum optical confinement in the MQW (12.6%). The samples were subjected to our QWI process described in [4] to shift the as-grown c-MQW peak photoluminescence (PL) wavelength from 1540 to 1505 nm in EAM regions, and to 1440 nm in regions where passive waveguides, low-confinement o-MQW sections, or UTC-type detectors were desired.

After completion of the QWI process, a blanket MOCVD regrowth was performed to deposit the low confinement o-MQW layer structure with a peak PL wavelength of 1550 nm. A 140 nm InP confinement tuning layer (CTL) was placed between the intermixed c-MQW and active o-MQW to yield an optical confinement factor of ~1.4% for the five offset wells. The sample was patterned and wet etched for selective removal of the o-MQW regrowth layer stack. A second blanket MOCVD regrowth was performed for the UTC photodiode layer structure. In this work we use a 200 nm InP collector layer and a 50 nm InGaAs/Zn absorbing layer. Further details of the o-MQW and UTC layer structures can be found in [1, 2]. After selective removal of the UTC regrowth layer stack, a final blanket MOCVD regrowth was performed to grow the p-type InP/Zn cladding and p-contact InGaAs/Zn layers. A schematic side view illustrating the high confinement c-MQW regions, low confinement o-MQW regions, and UTC photodiode regions used in the photonic receivers is shown in Fig. 1.

Results: The SOA/UTC receivers employed curved/flared input waveguides in addition to the AR coating to reduce facet reflections. The chip coupling loss was estimated to be ~4 dB. Two receiver designs were explored. The first design (design 1) consisted of a dual section SOA with a 5 × 250 μm high-gain c-MQW section and a 5 × 1650 μm high-saturation power o-MQW section followed by a 3 × 30 μm UTC photodiode. The second design (design 2) consisted of a dual section SOA with a 5 × 400 μm high-gain c-MQW section and a 5 × 1500 μm high-saturation power o-MQW section followed by a 3 × 40 μm UTC photodiode. The TE polarisation state was used during all testing owing to the polarisation sensitivity of the integrated SOAs. The measured chip gain against input power characteristics is shown in Fig. 2 for the two SOA types at an input wavelength of 1550 nm. As shown in the Figure, design 1, making use of the 250 μm-long c-MQW section, provides a peak gain of over 22 dB and a saturation power of 18.6 dBm while design 2 with a 400 μm-long c-MQW section provides a peak gain of over 28 dB and a saturation output power of 18.2 dBm. The SOAs demonstrated less than 1 dB of gain deviation for input wavelengths from 1535 to 1565 nm.

The measured chip gain against input power characteristics is shown in Fig. 2 for the two SOA types at an input wavelength of 1550 nm. As shown in the Figure, design 1, making use of the 250 μm-long c-MQW section, provides a peak gain of over 22 dB and a saturation power of 18.6 dBm while design 2 with a 400 μm-long c-MQW section provides a peak gain of over 28 dB and a saturation output power of 18.2 dBm. The SOAs demonstrated less than 1 dB of gain deviation for input wavelengths from 1535 to 1565 nm.

The internal quantum efficiency of the 30 and 40 μm-long photodiodes was measured at 28 and 32%, respectively, at an input wavelength of 1550 nm. The reduced UTC quantum efficiency from that demonstrated by previous devices reported in [1] is believed to be due to a fabrication issue. The frequency response of the UTC photodiodes was measured out to 20 GHz using an Agilent Lightwave Component Analyser (LCA). The detectors demonstrated only ~1 dB of roll-off at the 20 GHz limit of our testing capability with a 3 V reverse bias and an average photocurrent level of 20 mA.
To demonstrate high-speed receiver functionality, eye diagrams and bit error rate (BER) measurements were performed on the two receiver designs at 40 Gbit/s. A pseudorandom bit sequence of $2^7 - 1$ was used due to a noise floor in the bit error rate test setup at longer word lengths. The 40 Gbit/s non-return-to-zero signal was fed through a bandpass filter, optical attenuator and polarisation controller before entering the input waveguide where it was amplified in the SOA and detected in the UTC photodiode. The receiver output eye diagrams shown in Fig. 3 are clear and open. The device employing design 1 (Fig. 3a) demonstrates up to 300 mV of output amplitude, while the device employing design 2 (Fig. 3b) demonstrates up to 500 mV of output amplitude. As shown in the BER results of Fig. 4, receiver design 1 demonstrated error-free operation ($10^{-9}$) with a chip-coupled power of $-16.8$ dBm while receiver design 2 required only $-20.2$ dBm for error-free operation. The increased sensitivity of receiver design 2 is a result of the higher gain provided by the SOA and slightly higher quantum efficiency of the photodiode within this design.

![Fig. 3 40 Gbit/s eye diagrams from receiver design 1 at c-MQW current density of 8 kA/cm$^2$ and receiver design 2 at c-MQW current density of 12 kA/cm$^2$](image)

- **a** Design 1, c-MQW current density of 8 kA/cm$^2$
- **b** Design 2, c-MQW current density of 12 kA/cm$^2$

In both cases o-MQW sections operated at 5 kA/cm$^2$ and detectors biased at 3 V.

![Fig. 4 40 Gbit/s BER against received power for two dual section SOA/UTC photodiode receiver designs](image)

SOA operating conditions identical to those stated in Fig. 3

In sets: Eye diagrams

Conclusions: We have demonstrated 40 Gbit/s photonic receivers integrating low and high optical confinement SOAs with UTC photodiodes. The devices were fabricated on the same chip as widely-tunable 40 Gbit/s transmitters using a high-flexibility integration scheme. The SOAs within the receiver demonstrated up to 28 dB of gain with saturation output powers in the 18.5 dBm range and the UTC photodiodes were capable of 40 Gbit/s operation. BER measurements of the two receiver designs explored in this work demonstrated chip-coupled sensitivities of $-16.8$ and $-20.2$ dBm at 40 Gbit/s.
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Abstract—A series-push-pull Mach–Zehnder modulator is integrated with a sampled-grating distributed Bragg reflector laser on a dual-quantum-well integration platform. The device exhibited greater than 7.8-dB extinction at 40 Gb/s with a 2.5-V drive voltage across a wavelength range of 1541–1566 nm. Bit-error-rate measurements at 10 Gb/s showed error-free operation and negative chirp.

Index Terms—Mach–Zehnder modulator, offset quantum wells, optical modulation, optical transmitters, photonic integrated circuits (PICs), sampled-grating distributed Bragg reflector laser (SGDBR), semiconductor optical amplifier (SOA), tunable lasers.

I. INTRODUCTION

INCREASED data volumes in next-generation networks are requiring transmission systems to embrace 40-Gb/s data rates. Such systems require transmitters with low drive voltages for minimal power consumption, high bandwidths to accommodate increased bit rates, and tailorable chirp to counteract dispersion. While some of these needs can be addressed with electroabsorption modulator (EAM)-based transmitters, it has been difficult to demonstrate an EAM-based solution with tunable chirp. As a more viable alternative, Mach–Zehnder-modulator-based transmitters are well positioned to manage the detrimental dispersion effects at these high bit rates [1].

Previously, several 40-Gb/s transmitters have been reported; these devices include discrete high-speed InP-based Mach–Zehnder modulators [1], [2] and monolithically integrated transmitters [3]. Of particular interest is a small footprint, high-speed Mach–Zehnder modulator integrated with a widely tunable laser similar to [3] that uses quantum-wells within the waveguide for highly efficient index modulation and low capacitance [4]. These broadband transmitters reduce packaging costs, decrease coupling losses, and reduce network provider inventory requirements.

This letter presents a 40-Gb/s widely tunable Mach–Zehnder transmitter fabricated on a dual-quantum-well (DQW) integration platform. This device implements a widely tunable sampled-grating distributed Bragg reflector (SGDBR) laser, two parallel semiconductor optical amplifiers (SOAs) within the interferometer and a series-push-pull Mach–Zehnder modulator with an integrated termination resistor.

II. DEVICE AND INTEGRATION PLATFORM

A schematic of the widely tunable Mach–Zehnder transmitter is shown in Fig. 1. The SGDBR laser consists of five sections—an active absorber, a rear mirror, a phase section, a 500-μm-long gain section, and a front mirror. This is followed by a Mach–Zehnder interferometer with a 400-μm SOA in each arm to increase the output power of the device and compensate for propagation losses. Phase sections within the interferometer arms are forward biased to achieve π-phase-shift. A flared and curved output waveguide, as well as an antireflection-coating was used to reduce optical reflections and to aid in fiber coupling.

The 400-μm-long Mach–Zehnder is operated in a series-push-pull fashion with the RF signal applied across the modulator electrode (Fig. 2). This configuration allows for small chirp values and high bandwidth due to the series connection of the two Mach–Zehnder arms. The modulator has a traveling wave electrode segmented into 8–50-μm-long T-sections to capacitively load the transmission line allowing for better impedance matching to 50 Ω [3], [5]. The ridge width is reduced from 3 μm in the laser and SOA regions to 2 μm within the modulators. In addition to the thinner ridge widths, photo-bis-benzocyclobutene (BCB) is used underneath the modulator electrode to reduce the parasitic capacitance. An integrated 50-Ω NiCr load resistor provides on chip termination, thus reducing RF losses.

The fabrication of this device requires a single blanket regrowth of the InP cladding and InGaAs contact layer following the selective removal of the set offset quantum-wells from the
passive sections and the etching of holographically defined sampled gratings.

The transmitter’s metal–organic chemical vapor deposition grown epitaxial structure (Fig. 3) is based on the DQW integration platform [6]. In this approach, a set of offset quantum-wells (photoluminescence \( \lambda = 1550 \text{ nm} \)) located above the waveguide layer are used for the gain section of the SGDBR and the SOAs. A separate set of quantum-wells (photoluminescence \( \lambda = 1480 \text{ nm} \)) are centered in the InGaAsP waveguide layer to aid the modulator efficiency. The implementation of the DQW integration platform provides a reduction in capacitance and thus an increase in bandwidth compared to bulk waveguide devices. This is due to the lower waveguide doping requirement in the DQW devices which increases the p-n junction depletion region.

### III. Experiments

Following fabrication, the devices were thinned, cleaved, and mounted onto an aluminum nitride carrier for testing. All dc contacts were wirebonded to the carrier and contacted via a probe card. The modulator was directly probed with a ground-signal RF probe to prevent any parasitic effects from wirebonds.

Single-sided dc extinction for the 400-\( \mu \text{m} \)-long device was measured with one electrode held at a constant 0-V bias while the bias voltage across the other electrode was varied between \(-4 \) and 0 V. As shown in Fig. 4, the wavelength dependence of the device shows a \( V_T \) variation of \( \sim 1 \text{ V} \) across the wavelength range. The maximum dc extinction value increases with longer wavelengths where there is less absorption so there is a better optical power balance between the Mach–Zehnder arms. This power differential is not an issue when the device is operated in a series-push-pull fashion, since both arms have an identical dc reverse bias and the absorption is similar.

Bandwidth measurements have been taken for various modulator biases. A maximum bandwidth of 35 GHz was observed at \(-2\text{-V} \) dc bias, at which point the waveguide is fully depleted (Fig. 5).

A 40-Gb/s signal with 2.5 \( V_{p-p} \) from an SHF bit-error-rate tester (BERT) was used to drive the modulator. Eye diagrams with a \( \sim 0.24\text{-mW} \) power swing demonstrated extinction ratio values of 7.9–9.0 dB across the 25-nm tuning range (Fig. 6). The modulator was biased at \(-1.5 \text{ V} \) for 1556 and 1566 nm,
while −1 V was required at 1541 nm due to increased insertion losses.

BER testing at 10 Gb/s with a nonreturn-to-zero 2^31 − 1 pseudorandom bit sequence was done across the tuning range for both back-to-back and transmission through 25 and 50 km of Corning SMF-28 fiber. The modulator was biased at −1 V across each arm and driven with a 1.87 V_{pp} electrical signal from a HP 70843B BERT. The optical signal from the device was amplified with a high power erbium-doped fiber amplifier followed by an optical filter, fiber for transmission, and an attenuator before being detected by an HP 83434A 10-Gb/s photoreceiver. Error-free operation (better than 1e−9 BER) and dynamic extinction ratios in excess of 10 dB were achieved across a wavelength range greater than 25 nm. Chirp values were calculated by fitting the data to the relationship between power penalty and distance described in [7]. Transmission power penalties corresponding to chirp values of −0.28, −0.46, and −0.96 were measured for wavelengths of 1568, 1556, and 1541 nm, respectively (Fig. 7).

IV. CONCLUSION

A widely tunable Mach–Zehnder transmitter has been fabricated on a DQW platform utilizing waveguide quantum wells for index modulation. The device demonstrates a bandwidth in excess of 35 GHz and at 40-Gb/s extinction ratios >7.8 dB are seen across the wavelength range of 1541–1566 nm. Error-free operation at 10 Gb/s has been demonstrated for up to 50 km of transmission through fiber and all wavelengths have negative chirp with a 1.87 V_{pp} drive voltage.
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Abstract

We present the first single-chip, widely-tunable 40Gb/s transceivers. The devices integrate sampled grating DBR lasers with electroabsorption modulators, low optical confinement semiconductor optical amplifiers, and uni-traveling carrier photodiodes.

I. Introduction

The generation, detection, modulation, amplification, and transport of light on a single chip allows for a new generation of high-functionality photonic integrated circuits (PICs) with reduced cost, size, and power dissipation. For these high-functionality PICs to replace discrete components in optical networks, high-yield fabrication methods must be developed to facilitate the optimization of the individual components contained on the chip. In this work we present 40Gb/s monolithic transceivers integrating widely-tunable sampled grating DBR (SG-DBR) lasers with quantum well electroabsorption modulators (QW-EAM), high and low optical confinement semiconductor optical amplifiers (SOA), and uni-traveling carrier (UTC) photodiodes on a single chip. These component structures represent the state of the art technologies for even discrete devices. The fabrication method couples a robust quantum well intermixing (QWI) technique with simple blanket MOCVD regrowth steps and avoids the difficulties associated with selective area growth or butt-joint regrowth [1]. The transmitters demonstrate over 30nm of tuning, low drive voltages (1.5-2.5V_{Pp}), and low power penalty transmission through fiber at 40Gb/s [2]. The SOAs within the receivers provided up to 28dB of gain with saturation powers in the 18.5dBm range while the UTC photodiodes facilitated 40Gb/s operation under high photocurrent conditions. Chip-coupled receiver sensitivity better than –20dBm was demonstrated at 40Gb/s.

II. Fabrication

Device fabrication begins with the MOCVD growth of a centered multiple quantum well (c-MQW) base structure consisting of ten 6.5nm InGaAsP QWs and eleven 8.0nm InGaAsP barriers centered within a 1.3Q waveguide to yield a maximized optical confinement factor of 12.6%. Using the QWI method illustrated in Fig. 1a and detailed in [3], the as-grown c-MQW band-edge ($\lambda_{PL} = 1540nm$) was blue-shifted in the EAM ($\lambda_{PL} = 1505nm$) and passive regions ($\lambda_{PL} = 1440nm$). Following the QWI process, a blanket MOCVD growth was performed for the deposition of a low-confinement offset MQW (o-MQW) gain region. The o-MQW ($\lambda_{PL} = 1550nm$) contained 5 wells and was designed to have an optical confinement factor of ~1.4%. The

---

**FIGURE 1.** (a) QWI sequence used for controlled shifting of the c-MQW band-edge. (b) Photoluminescence of the as-grown c-MQW active, partially intermixed c-MQW EAM, severely intermixed c-MQW passive, and regrown o-MQW active regions. (c) Side view schematic of the high confinement c-MQW, low confinement o-MQW, and UTC photodiode regions. (d) Top-view SEM image of 0.5 by 3.5mm² transceiver device.
photoluminescence (PL) results from all four QW band-edges on the single-chip are shown in Fig. 1b. The o-MQW structure was defined in low confinement SOA regions with wet etching and a second blanket MOCVD regrowth was performed for the deposition of the UTC photodiode structure. The details of the growth sequence used for the o-MQW and UTC structures can be found in [4, 5]. Wet etching was used to define the UTC layer structure in the photodetector regions. A final MOCVD regrowth was performed for the upper InP:Zn cladding and InGaAs:Zn contact layers. Standard processing techniques were used to define surface ridge waveguide devices. A schematic side view illustrating the high confinement c-MQW regions, QW-EAM regions, low confinement o-MQW regions, and UTC photodiode regions on a single-chip is presented in Fig. 1c.

III. Transceiver Design

The single-chip transceiver devices were fabricated on the same wafer and employed a parallel ridge waveguide architecture with different transmitter and receiver designs. The transmitters consisted of a five section widely-tunable SG-DBR laser as described in [3] and a QW-EAM with a length of 125µm or 175µm. Select transmitters made use of an SOA positioned after the SG-DBR laser for increased output power. Two receiver designs were explored. Each design consisted of a dual section SOA and a UTC photodiode. The first design (#1) employed a 250µm high gain c-MQW front-end followed by a 1650µm high saturation power o-MQW gain section with a 30µm UTC photodiode. The second design (#2) consisted of a 400µm long high gain c-MQW front-end followed by a 1500µm long high saturation power o-MQW gain section and a 40µm UTC photodiode. A scanning electron micrograph (SEM) image of a transceiver with a footprint of only 0.5 by 3.5mm² is shown in Fig. 1d.

IV. Device Results

The SG-DBR lasers demonstrated threshold currents of 35mA, over 30nm of tuning, and output powers up to 35mW at a laser gain section current of 150mA. The EAMs demonstrated an optical 3dB bandwidth of 34 and 39GHz for 175µm and 125µm long devices, respectively. In Fig. 2a we present 40Gb/s broadband transmitter eye diagrams from a 175µm long EAM using a 2.5Vp or drive. The eye diagrams are open and demonstrate 10-12dB of signal extinction. The SOAs of receiver design #1 demonstrated a chip gain of over 22dB and a saturation output power of 18.6dBm while the SOAs of design #2 demonstrated over 28dB of gain and a saturation output power of 18.2dBm. In both cases the c-MQW high gain region was biased at 15kA/cm² and the o-MQW high saturation power section was biased at 6kA/cm². The internal quantum efficiency of the UTC photodiodes was limited to 30-35% due to a fabrication issue. Frequency response measurements of photodiodes terminated with a matched 50Ω resistor demonstrated less than 1dB of roll-off at the 20GHz of our testing capability with a 3V reverse bias and 20mA of average photocurrent. In Fig. 2b we present 40Gb/s eye diagrams taken from a receiver using design #2 positioned adjacent to the 40Gb/s transmitter of Fig. 2a. The open eye diagrams demonstrate output amplitudes up to 500mV.

Bit error rate (BER) testing was performed on transmitters and receivers at 40Gb/s using a non-return to zero format. A pseudo random bit sequence of \(2^{7-1}\) was used due to a noise floor in the bit-error rate test set-up at longer word lengths. The transmitters reported in [2] and fabricated on the same chip made use of a 125µm long EAM and exhibited only 0.2dB and 3.0dB of power penalty (1.5Vp or) for transmission through 2.3km and 5km of standard fiber, respectively. The 40Gb/s BER versus received power results for the two receiver designs are presented in Fig. 2d. Design #1 demonstrated error-free operation (1E-9) with a chip-coupled power of –16.8dBm and design #2 required only –20.3dBm for error-free operation.

V. Conclusions

We have demonstrated 40Gb/s widely-tunable transceivers consisting of SG-DBR lasers, QW-EAMs, and high and low optical confinement SOAs, and UTC photodiodes. A high-flexibility integration scheme coupling a robust QW technique with simple blanket MOCVD regrowth steps was used for device fabrication. The transmitters demonstrated low drive voltage 40Gb/s operation and low power penalty transmission through standard fiber. The two receiver designs exhibited –16.8dBm and –20.3dBm sensitivities at 40Gb/s. The SOAs within the receivers demonstrated up to 28dB of chip gain and saturation powers in the 18.5dBm range while the UTC photodiodes demonstrated 40Gb/s operation under high photocurrent conditions.
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FIGURE 2. 40Gb/s eye diagrams from (a) transmitter and (b) receiver on a single 0.5mm by 3.5mm chip. (c) Bit error rate from a 125µm EAM at 40Gb/s with a 1.5 Vp or drive and a wavelength of 1553nm. The back to back eye diagram along with the eye diagrams after transmission are shown as insets. (d) BER versus received power for the two dual section SOA/UTC photodiode receiver designs with inset eye diagrams.
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Abstract

We present the first widely-tunable transmitter that employs intra-step quantum wells for intensity modulation. Fiber coupled output power is >2dBm with tuning range >40nm. EAMs show modulation depths >20dB, slope efficiency >7dB/V, and 10GHz bandwidth.

I. Introduction

Monolithically integrated, widely tunable sampled grating DBR (SGDBR) laser transmitters with electroabsorption modulators (EAMs) are key components in next generation networks due to their compact size and their application in inventory reduction. The most common approach for fabrication of these devices is based on an offset quantum well (OQW) platform where a set of quantum wells above an optical waveguide is selectively removed to form passive/EAM regions and regions of optical gain (active). Recently, we have demonstrated a new dual quantum well (DQW) platform where a second set of square quantum wells (SQWs) is added to the waveguide layer of the OQW platform as shown in Fig 1a [1]. The additional waveguide SQWs significantly improve EAM performance over the OQW approach without additional processing or growth requirements.

In this work, we demonstrate for the first time, a novel SGDBR-SOA-EAM transmitter fabricated using the DQW platform that employs intra-step asymmetric waveguide quantum wells (IQWs) for intensity modulation. We show that the addition of IQWs does not affect the injection efficiency or material gain of the offset QWs used in the laser gain regions. Using photocurrent spectroscopy, we show that the presence of the potential discontinuity in the waveguide IQWs delays the exciton peak shift under applied bias as predicted in [2]. This delay in exciton shift has been used successfully to suppress the onset of EAM absorption and hence shift operating conditions to higher electric fields, where carrier screening effects are significantly reduced [3]. This work demonstrates that the DQW platform can employ exotic waveguide QW structures to tailor EAM properties, such as chirp and modulation efficiency, without degrading integrated laser performance and without additional growth requirements [4].

II. Transmitter Layout and Epitaxial Structure

The IQW tunable transmitter consists of a four section, sampled grating DBR laser, a 550 µm long SOA, and a 400 µm long EAM similar to that in [1]. Transmitters were thinned, anti-reflection coated, mounted on AlN carriers, and wirebonded for characterization. A low-K dielectric, photo-Bisbenzocyclobutene, is employed under EAM pads to reduce parasitic capacitance.

The waveguide layer in the DQW base structure contains 7x10 nm wide compressively strained IQWs and 6x5 nm wide tensile strained barriers. The IQW is divided into a deep 4 nm wide section, and a shallow 6 nm wide section, as shown in insets (i), (ii), and (iii) of Fig 2c. The band offsets to the deepest part of the IQWs are 100 meV and 125 meV, and the intra-step band offsets are 42 meV and 50 meV in the conduction and valence bands, respectively. The deep portion of the IQW is on the n- side of the waveguide PIN structure. The doping scheme in the waveguide is the same as in [1], with low n-type Si-doping (5x10^{16} cm^{-3}) employed outside the wells and barriers. The photoluminescence (PL) peak of the IQW stack is 1465 nm. The remaining layers of the base structure, including the design of the offset QWs above the waveguide, are identical to that in [1].

![Figure 1](image-url)  

**Figure 1.** (a) The DQW epitaxial structure used for transmitter fabrication. (b) Material gain vs. current density extracted from BAL test structures. (c) Transmitter output spectra for various operating wavelengths with laser gain and SOA bias at 140 and 120 mA respectively.
III. Test Structures and Integrated Transmitter Results

To examine the impact that the waveguide IQWs have on optical gain regions, pulsed differential efficiency measurements were performed on a set of 50 µm wide Fabry-Perot broad area lasers (BAL) and 3 µm wide ridge lasers (RL) using the cleave back method. For comparison, an identical set of BALs and RLs employing either a bulk waveguide (PL = 1410 nm) or a set of SQWs in the waveguide (PL = 1480 nm) were fabricated and tested. From the threshold current and differential efficiency of the BALs, a two parameter fit material gain curve was generated for data from each of the three platforms. Results are shown in Fig 1b. The material gain parameter for the IQW, SQW, and bulk waveguide structures was 745, 764, and 826 cm⁻¹, and the transparency current density was 230, 270, and 246 A/cm². The injection efficiency extracted from the test RLs was 71%, 73%, and 75% for IQW, SQW, and bulk waveguide designs respectively. The close agreement between the laser injection efficiency, material gain, and transparency current density results for devices fabricated from each structure indicates that arbitrary QW shapes could be used in the waveguide to tailor EAM performance without degrading laser characteristics.

The output spectra from the SGDBR-SOA-EAM transmitter is shown in Fig 1c. The SGDBR laser is tunable over greater than 40 nm ranging from 1535 to 1578 nm, and fiber coupled output power from the device was up to +2 dBm with gain section and output SOA biased to 140 and 120 mA respectively. On chip light vs. injected current (LI) was measured by reverse biasing the SOA positioned after the front mirror of the SGDBR laser. The threshold current at 1550 nm was 35 mA, which is in agreement with data from SGDBR lasers fabricated in the standard OQW platform, and greater than 12 mW of on-chip optical power was achieved with 100 mA gain bias. DC extinction characteristics of the 400 µm long integrated EAM are shown in Fig 2a. We observe > 7 dBV/slope efficiency along with modulation depths of > 20 dB over output wavelengths from 1535 to 1565 nm at -7 V bias. Electrical to optical S₂₁ measurements of the 50 Ω terminated EAM showed a 3dB bandwidth of 10 GHz.

Photocurrent spectroscopy measurements were performed on a set of test diode structures to compare the absorption coefficient of the EAM IQWs to a set of standard EAM SQWs. The experimental set-up and the diode dimensions are identical to that used in [5]. The SQWs waveguide region contained 7x10 nm wide compressively strained and with 6x5 nm wide tensile strained barriers. The PL peak of the SQWs was 1470 nm and the band offsets in the conduction and valence bands are the same as on deep side of the IQWs. Material absorption coefficient results from the spectroscopy measurements are shown in Fig. 2b and Fig. 2c respectively. Results for the SQW material absorption coefficient under applied bias shows a typical square QW exciton peak shift and corresponding decrease in exciton intensity as the wavefunctions polarize to opposite sides of the well. Simulated wavefunctions at (i) 0V, (ii) 1.5V, and (iii) 4V reverse bias are shown as insets in Fig. 2b to illustrate the polarization effect. For the IQWs, the absorption coefficient measurements show a high intensity, well resolved exciton peak that does not shift under applied bias. This confirms the predicted delay in exciton peak shift [2] that comes as a result of the intra-step barrier. Simulated wavefunctions for the IQW wells are shown in the insets of Fig 2c at (i) 0V (ii) 1.5V, and (iii) 4V applied reverse bias, where clear distortion of the heavy hole wavefunction is visible at 1.5V due to the intra-step barrier. This effect can be used to delay absorption in the EAMs, shifting operation to high biases and reducing the potential for carrier screening effects.

V. Conclusions

We have shown for the first time a monolithically integrated tunable transmitter that uses asymmetric IQWs in the EAMs for intensity modulation. The integrated SGDBR laser shows fiber coupled output powers up to +2 dBm and greater than 40 nm tuning between 1535 and 1578 nm. Integrated EAMs show modulation efficiency greater than 7 dB/V, and modulation depths greater than 20 dB between 1535 and 1565 nm. The excellent agreement of the BAL gain data using active regions with various waveguide layers demonstrates the potential of the DQW platform to use arbitrarily shaped QWs for EAM modulation efficiency without degrading laser performance and without introducing additional growth complexity. Photocurrent spectroscopy has been used to measure the broadband absorption coefficient of the IQWs and we have observed a delay in the exciton peak shift under applied bias, which agrees with predicted performance.

References

Figure 2. (a) DC extinction characteristics of integrated 400 µm long EAM. (b) Material absorption coefficient extracted from photocurrent spectroscopy for standard square QWs. (c) Material absorption coefficient extracted from photocurrent spectroscopy for IQWs.
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1. Introduction

The development of high-performance analog optical links will simplify the antenna RF front-end. Ideally, such optical link should have gain, low noise figure, dynamic range as good as state-of-the-art RF front-ends and be able to perform direct access to baseband signal. Link gain and low noise figure can be achieved using high performance laser sources and low V-πi optical modulators [1]. Achieving high dynamic range has proven more challenging, as most types of optical modulators have inherently a non-linear response and most efforts to linearize the modulator response have provided incremental improvements at best. Currently, a promising approach to achieve a high dynamic range is the implementation of post-detection digital signal processing (DSP) where the non-linear response of the modulator (and receiver) can be corrected for to the limit given by the knowledge of the modulator transfer function [2]. Due to the resolution / speed constrictions of A/D converters, the highest performance is obtained at low received frequencies. A second promising approach is to use optical phase modulation in combination with a tracking optical phase-lock loop receiver. The performance of this approach is limited by the amount of feedback gain available while maintaining a dynamically stable operation in the phase-locked receiver. This is in turn determined by the feedback phase lag such that the highest performance is again obtained at lower received frequencies.

High performance optical downconversion is a key function for high-performance antenna remoting applications, not only as a mean to overcome the limitations of electrical frequency downconversion, but also to make the analog optical link architectures above available at an extended frequency range. The challenge is to perform the optical downconversion in a manner that does not degrade link performance. Conventionally, an optical frequency-conversion link is realized by applying a secondary sinusoidal modulation to the optical carrier to downconvert the RF-modulation to an intermediate frequency [3]. Unfortunately, this leads to 6dB optical power penalty in a shot-noise limited optical link. This penalty can be reduced by using pulsed optical sampling downconversion for more efficient frequency conversion [4] and baseband downconversion to eliminate the frequency duality. This work demonstrates optical frequency down-conversion directly to baseband with low conversion penalty.

Fig. 1: Schematic of the optical down-sampling arrangement, including the dual mode-locked laser.
2. Optical sampling downconversion scheme

For direct baseband downconversion, inphase and quadrature (I and Q) mixing is required to access the full vector information within the information band. In this work, this is being realized by supplying two sets of pulse-trains at the RF carrier frequency, 90 deg. shifted in phase. The two sets of pulses are supplied at different wavelengths and are being modulated by the input RF signal. A receiver demultiplexer can then separate the two downconverted signals and the I- and Q-channels are recovered separately. A schematic for the baseband down-sampling scheme is shown in Fig. 1 above, where a MZ modulator is modulating the two pulse-trains by the received RF signal to separately produce I- and Q- channel data. The use of two sets of optical pulse-trains at different wavelengths fits well into a local WDM network environment, where separate receivers can digitize the two waveforms and be further routed in digital form, if required.

In this work, the two pulse-trains were generated by using a single-chip source incorporating two widely-tunable Sampled-Grating DBR lasers [5] with an integrated 2x2 MMI coupler, produced by Agility Communications. The two lasers are being actively mode-locked at the carrier frequency using gain switching at 90 deg. relative phase offset. The resulting waveforms are shown top in Fig. 2 below, both separately demultiplexed (top left, top middle) and combined on the detector (top right). The generated optical pulses had between 15% and 20% duty cycle, corresponding to 60 ps to 80 ps FWHM at 2.5 GHz. Under gain-switched operation, the average optical power remained within 1 dB compared to CW operation using the same gain bias current.

By using a practical integrated dual semiconductor laser source, the demonstrated optical downconversion scheme can be applied in an antenna remoting configuration where direct data access is required. By replacing the need for post-detection frequency conversion and demodulation, this arrangement is particularly attractive at higher frequencies, where semiconductor laser sources have been used to demonstrate pulses up to 240 GHz repetition ratio [6]. To reach high performance in terms of link noise figure or available link signal-to-noise ratio, higher performance, low noise mode-locked lasers must be used [4].

3. Experiment

To demonstrate the baseband down-sampling approach, a simple test signal was used to drive a MZ modulator consisting of a 50Mbaud QPSK-modulated 2.5 GHz RF carrier. Selecting wavelength, either the I- or the Q-data stream could be directly accessed in the optical receiver, as shown in Fig. 2, bottom left and bottom middle. Correct operation could be verified by switching to exclusive I or Q modulation, where the second received wavelength remained unmodulated within the receiver passband. Combining both wavelengths on one receiver, a four-level demodulated eye could be generated when the I- and Q-phase has been rotated slightly to clearly show all four data levels.
To evaluate the down-conversion penalty for the demonstrated approach, a 50 Mbps binary NRZ intensity modulated signal was generated and detected. The conversion penalty is then given by the required received power for a given bit error rate. Compared to baseband modulation, the downsampled signal require around 2 dB higher average optical power, lower than the theoretical limit given by sinusoidal carrier modulation. About 1-dB penalty can be attributed to the penalty predicted by the observed pulse-width, and the second 1-dB penalty is due to lower effective modulation index of the RF modulation, than that of the binary modulation that had 12 dB extinction ratio. By improving pulse-width and modulation depth, a conversion penalty lower than 1-dB will be available using this technique.

4. Summary

In this paper we have demonstrated baseband optical down-sampling with low conversion penalty. In the demonstrated arrangement, an integrated dual mode-locked SG-DBR laser is used to produce two sets of pulse-trains for separate I- and Q-channel baseband access. Using a 50 Mbaud QPSK-modulated 2.5 GHz RF signal to characterize the sampling approach, a 2-dB power penalty is obtained compared to the baseband-modulated optical signal. With the current source, the downconversion scheme offers an alternative to electrical frequency conversion. However, using higher performance mode-locked lasers, the baseband optical downconversion scheme will play an important role in extending the frequency range of promising linear link technologies, such as the use of high resolution ADC’s with digital signal processing, or the use of phase-lock loops in optical phase demodulators.
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1. Introduction

Optical phase modulation continues to attract increased interest in optical communications systems. In digital systems, phase modulation offers increased receiver sensitivity, improved tolerance to fiber dispersion effects and constant envelope, which are attractive for WDM optically amplified links. Optical phase modulation is also well-positioned to generate very linear analog optical links. Linear optical intensity modulators have been difficult to realize because of the requirement to force a linear transfer function between the two hard limits of zero and full optical transmission. Optical phase modulation, meanwhile, does not have these limits. A linear phase modulator can be engineered by increasing the available output phase swing while keeping the modulation within the linear regime of the transfer function, in a manner that parallels the linearity of microwave amplifiers.

Semiconductor phase modulators based on the InGaAsP/InP materials system are particularly attractive since they can be integrated with other discrete components such as lasers for low packaging costs and coupling losses. For phase modulation these devices employ a variety of mechanisms including current injection based effects, such as the free carrier plasma effect, and field based effects such as the quantum confined stark effect (QCSE). Devices based on current injection in quantum wells are particularly attractive due to their large achievable change in refractive index. However, integrating quantum well based phase modulators with lasers has required advanced growth techniques [1], and results have been limited to single frequency DFBs. In this work, we demonstrate the first monolithically integrated sampled grating DBR laser tunable transmitter/phase modulator with index shifts up to $\Delta n = 0.019$ by applying current injection into quantum wells. Compared to current injection into a bulk waveguide, quantum wells have been shown to provide superior phase modulation efficiency [2]. The device is fabricated on a modified offset quantum well platform and requires only a single blanket InP regrowth step [3]. We observe improvements up to 20 dB for phase modulation efficiency at low frequency for current injection conditions compared with reverse bias conditions employing the QCSE.

To overcome the sinusoidal response of a standard optical phase demodulator, we have proposed the use of an optical phase-lock loop (OPLL) to form a linear phase demodulator [4]. In its electrical counterpart, a voltage controlled oscillator is normally used to track the incoming phase with zero steady state error. A frequency modulated laser can take this function, in essence being a current controlled oscillator (CCO). However, in practice, a laser CCO will not simultaneously meet the twin requirements of high modulation bandwidth and low laser phase noise of the most high-performance optical phase-lock loops. It has previously been shown that a phase modulator operating beyond its traditional 3-dB bandwidth produces frequency modulation [5]. Along with the demonstration of a tunable phase modulator transmitter, we also show for the first time that the current injection based quantum well phase modulators can generate frequency modulation with a response up to 35 GHz, and that these devices are suitable for integration as a CCO in an optical phase-lock loop.

2. Epitaxial Structure and device layout
The phase modulator is fabricated as part of an integrated Mach-Zehnder interferometer in combination with a tunable sampled grating DBR (SGDBR) laser source using a modified offset quantum well based integration platform [3]. The mach-zehnder design was selected for ease of characterization, since in this configuration, changes in phase are translated into an amplitude response which can be easily measured using an optical power meter. A diagram of the epitaxial layers for device fabrication is shown in Fig. 1.

Laser and propagation/phase modulator regions are separated by the selective removal of the offset quantum well stack that is used for gain in the optical amplifiers and the laser. A simple, blanket p-type InP regrowth follows the selective removal of the offset wells, after which exposed waveguides are patterned and etched. Phase modulator regions are formed by evaporating a Ti/Pt/Au contact on the top of the exposed ridges and electrically isolating devices using a proton implant. In the center of the waveguide, a quantum well superlattice is designed to have a photoluminescence of 1460 nm and consists of 8x10 nm compressively strained wells and 7x5 nm tensile strained barriers. The optical waveguide regions surrounding the wells have a photoluminescence peak at 1350 nm. Integrated devices were thinned, cleaved, anti-reflection coated, mounted on AlN carriers, and wirebonded.

3. Results

The refractive index shifts, along with 50 Ω terminated small signal frequency response curves were generated for the integrated Mach-Zehnder/SGDBR laser transmitter. The index shift was measured by monitoring the DC extinction characteristics of the Mach-Zehnder when a 300 um long electrode in one of the arms is forward biased and the laser wavelength is tuned to 1550 nm. Results are shown in Fig. 2 and Fig. 3.

In the frequency response measurements, the forward or reverse DC bias conditions are set through a bias-T that is linked to a current/voltage source. The small signal is applied through a 50 Ω terminated ground signal probe.
Under forward bias operation, the DC bias point is set to 10 mA. Under reverse bias, the applied voltage is -2V. Results are shown in Fig. 4.

![Fig 4. Small signal amplitude response for the Mach Zehnder under forward and reverse bias conditions.](image)

The un-normalized frequency response measurements of these devices show up to 20 dB improvement in phase efficiency using current injection at low frequencies when compared with the reverse bias quantum confined stark effect approach. It should be noted that under forward bias conditions, the RF matching is poor due to the small device impedance (~10Ω) and improving this would lead to even greater efficiency.

Finally, we have used this device under forward bias conditions in combination with an optical filter for frequency discrimination as in [1], and measured the resulting FM response. This is of great relevance for applications in an optical phase-lock loop, where any roll-off in the FM frequency response will add a loop phase lag, reducing the stability of the phase-lock loop. For a phase modulator with a pure 1/f-type phase response, we would expect that the corresponding FM response is flat. This is also what we observe in the experimental results that are shown in Fig. 5. Greater than 35 GHz bandwidth is obtained, which makes this device an excellent candidate for optical phase-lock loop applications with loop bandwidths up to and exceeding 10 GHz.

4. Conclusions

We have demonstrated a monolithically integrated quantum well phase modulator in a Mach-Zehnder configuration with a widely tunable Sampled Grating DBR laser. The phase efficiency under both forward and reverse bias conditions has been investigated and we have shown up to 20 dB improvement in phase response for forward biased current injection conditions at low frequency. We have also used this device to generate optical frequency modulation and observe a 3-dB bandwidth in excess of 35 GHz.
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Abstract: A novel coherent optical receiver is proposed and experimentally demonstrated by using a feedback technique capable of reducing the nonlinear distortion in a traditional receiver while retaining the signal to noise ratio. Up to 15 dB of SFDR improvement is obtained.
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1. Introduction

The nonlinear intensity response of optical modulators has been a major limiting factor of intensity modulated analog optical links [1]. In general, the modulation depth has to be restrained and the bias point needs to be properly set in order to achieve higher linearity [2]. System parameters such as noise figure and link gain can be degraded by these requirements. In contrast, optical phase modulators have excellent linearity over a wide modulation range. The modulation depth is not limited by the optical power as in intensity modulation but only by the total modulation capability of the phase modulator. However, the challenge of linearity in a phase-modulated link is shifted to the receiver side. The traditional interferometer-based phase demodulator has a sinusoidal response that limits the spur free dynamic range (SFDR) [3]. To overcome this limitation, a novel feedback technique is proposed in this paper to increase the linearity of an analog optical link. In the proposed approach, the demodulated signal is fed back to the input of the coherent receiver through a local phase modulator, which compensates the phase difference between the signal and the local optical waves. As a result, the phase difference seen by the phase demodulator is reduced and falls in the linear region of the response curve. As a result of the feedback architecture, the signal to noise ratio (SNR) in the receiver remains unchanged, despite the reduced net depth of the detected phase difference. For successful operation, the delay of the feedback must be short compared to the speed of the incoming signal in order to stay in phase. We present experimental verification of this novel approach using discrete components. In practice, an integrated implementation is necessary to achieve the short feedback delays necessary for proper operation at gigahertz frequencies. We successfully demonstrate the increased linearity without penalty in SNR, resulting in an overall SFDR improvement of 14.9 dB. The results are also in line with what is predicted from a time-domain analysis that addresses theoretical predictions and imperfect realizations [4].

2. Experiment and results

The experimental setup is shown in Fig. 1 where the transmitted signals are 160 kHz and 180 kHz. These

![Figure 1](a264_1.pdf)

Figure 1 Experimental setup of the optical coherent receiver with feedback technique. PM#: phase modulator, A_v: voltage gain, f_0: 3-dB frequency, PBS: polarization beam splitter.
frequencies are limited by the delays due to the fiber patch cords of the optical components. An external-cavity tunable laser is used as the CW laser source at 1560 nm whose output is amplified by a high-power EDFA. The interferometer-based optical link is constructed with polarization maintaining fibers and components for better stability. The power ratio between the two branches can be adjusted by a polarization controller through polarization dependent splitting of the polarization beam splitter (PBS). The transmitter is composed of two optical phase modulators, PM1 and PM2, used to apply phase modulations at different frequencies. This arrangement decouples the driving electronics at respective tones. The $V_p$ of the phase modulators is around 4.4 V.

On the other arm of the interferometer are the two phase modulators on the receiver side. PM3 is used to compensate environmentally induced slow phase drifts between the two branches and stabilizes the interferometer to the quadrature point. Up to $6\pi$ rad of differential phase drift can be compensated. PM4 is the local phase modulator used to apply the feedback signal for compensating the phase difference. The voltage gain is adjustable with a 3-dB bandwidth of 1.1 MHz, set by a first-order RC filter. The two interferometer branches are connected to a polarization maintaining coupler and eventually to a balanced photodetector, as in a traditional phase demodulator.

First, a one-tone measurement is conducted at 160 kHz to demonstrate the successful operation of phase-tracking. The optical power in each interferometer branch before the coupler is 10 mW. The transmitter modulation depth is $\pi$ rad. As shown in Fig. 2(a), with the loop amplifiers turned off, which corresponds to a traditional phase demodulator, the balanced photodetector output is distorted due to the nonlinear response. However, when the loop amplifiers are turned on, Fig. 2(c) shows that the voltage swing as well as distortion of the balanced photodetector output is reduced. The loop amplifier output that drives PM4 (Fig. 2(d)) is an amplified replica of the balanced photodetector output. Fig. 2(e) shows that when the loop transmission, $T$, which represents the closed-loop phase gain, is increased, the balanced photodetector output reduces. This would in turn lead to better linearity. Excellent matching with the time-domain numerical simulation [4] is obtained.

More detailed linearity measurements can be obtained by two-tone (160 kHz and 180 kHz) measurements. The (third-order) intermodulation is measured at 140 kHz. The signals are measured after an amplifier with a DC voltage gain of 11.2 and a 3-dB bandwidth of 1.1 MHz. Fig. 3(a) shows the results without using the feedback technique (i.e. a traditional phase demodulator). Due to the nonlinear response of the receiver, the output power of the fundamental tone starts to saturate at 17 dBm of output power. The noise level is measured to be -111.9 dBm/Hz with no input signal to PM1 and PM2 but everything else remains active. The SFDR can thus be obtained as 88.6 dB/Hz$^{2/3}$.

Next, the feedback loop is closed by sending the demodulated signal to PM4. The amplifier voltage gain is adjusted to 23.9 which results in a loop transmission of 6.5. From Fig. 3(b), it is clear that no saturation in the output power of the fundamental tone is observed because of the reduced phase difference due to feedback. Therefore, the intermodulation level is reduced as a result of the reduced swing at the phase demodulator. The resulting SFDR is 103.5 dB/Hz$^{2/3}$, corresponding to an improvement of 14.9 dB over the traditional receiver.
It is observed from Fig. 3(a) and (b) that the SNR of the two cases are almost identical but the intermodulation level is suppressed by the feedback technique, verifying that the proposed approach can increase linearity without any penalty in SNR. The experimentally observed noise floor of -124.8 dBm/Hz with feedback is 6.4 dB higher than the theoretical shot-noise limited value of -131.2 dBm/Hz. The most likely cause is the finite noise figure of the loop amplifiers. The intermodulation level can be further suppressed by increasing the loop transmission (loop gain). However, it is limited in practice by the loop delay (~5 meters) imposed by the fiber patch cords and electronic phase delays. When the loop transmission increases beyond 6.5 in the current setup, oscillations around 8.5 MHz occur. The excessive noise and, in particular, limited loop transmission constrained the experimentally achievable SFDR. Therefore, integration of the local phase modulator, the balanced photodetector, and the loop electronics should improve the performance and is under intensive investigation.

3. Conclusion
A novel coherent optical receiver with feedback is proposed and demonstrated experimentally with up to 15 dB of SFDR improvement compared to the traditional approach. The feedback technique effectively reduces the signal swing at the phase demodulator and achieves a higher level of linearity. The SNR is preserved by this feedback technique. The currently realized SFDR of 103.5 dB Hz$^{2/3}$ is limited by the excessive noise of the loop amplifiers and the delay due to the fiber patch cords of the optical components. Improved performance at higher operating speeds is promising by using advanced integration technologies.
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Figure 3 Two-tone SFDR measurements (a) without feedback (traditional phase demodulator); (b) with feedback. The vertical and the horizontal scales of the two plots are exactly the same but shifted for clearer comparison. Circle: signal, triangle: intermodulation.
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Abstract An integrated photonic transmitter circuit incorporating an adaptive optical predistortion circuit is demonstrated. Simultaneous distortion cancellation of an electroabsorption modulator and driver amplifier allows improvement in dynamic range while using an efficient but nonlinear driver.

Introduction
Several linearization schemes have been deployed to improve the linearity of optical transmitters. Perhaps the commercially most successful is using a predistortion circuit where improvements in performance can be achieved using an inexpensive power efficient electronic circuit [1]. This approach is typically not adaptive with changing operating conditions and require that the response of the transmitter stays constant. It is therefore not suitable for integration with a widely tunable transmitter and a modulator that has wavelength-dependent response.

An alternative is using feed-forward linearization where the modulated signal is tapped off and compared to the input to form a correcting signal to be added to the output [2]. In this way any variations of the response are automatically corrected. However, the added signal must be separated in wavelength to avoid coherence effects, and is therefore not compatible with a WDM environment.

In this work, a predistortion circuit is constructed by measuring the nonlinearities of a first optical modulator to provide the predistorted input to a second modulator. This approach combines dynamic extraction of non-linear response and WDM compatibility. Past demonstrations of this approach has typically been limited by the need to use two separate transmitters with slightly different response [3]. Here, the two modulators are integrated closely on a single chip, sharing a single optical source. Any variations in chip temperature, input power or wavelength now affects both modulators equally and can be dynamically compensated for.

Optical device
In this work, all photonic components of the linearized transmitter are integrated on one single InP chip, including the optical source, splitter, modulators, optical attenuator and detector. The integration is achieved using an offset quantum-well material structure where passive sections are defined by selective removal of the quantum wells. The device is based around a widely tunable SGDBR laser – SOA with more than 40 nm tuning range [4]. This type of device with a single EA modulator has previously been shown to generate a 126 dBHz^{4/5} SFDR [5].

Figure 2 shows a schematic of the integrated photonic circuit. The power from the source is split into two Franz-Keldysh modulators located in close proximity on the chip. The optical 3dB-bandwidth of the modulator is 8 GHz. A second reversed biased section acts as an optical attenuator and detector. The integration acts as an optical attenuator and detector. The integration is achieved using an offset quantum-well material structure where passive sections are defined by selective removal of the quantum wells. The device is based around a widely tunable SGDBR laser – SOA with more than 40 nm tuning range [4]. This type of device with a single EA modulator has previously been shown to generate a 126 dBHz^{4/5} SFDR [5].

Figure 2 shows a schematic of the integrated photonic circuit. The power from the source is split into two Franz-Keldysh modulators located in close proximity on the chip. The optical 3dB-bandwidth of the modulator is 8 GHz. A second reversed biased section acts as an optical attenuator and detector. The integration acts as an optical attenuator and detector. The integration is achieved using an offset quantum-well material structure where passive sections are defined by selective removal of the quantum wells. The device is based around a widely tunable SGDBR laser – SOA with more than 40 nm tuning range [4]. This type of device with a single EA modulator has previously been shown to generate a 126 dBHz^{4/5} SFDR [5].

Experimental arrangement
Figure 1 shows a schematic of the demonstrated predistortion arrangement. The input signal is split in a 2:1 ratio, where the lesser part is used to drive the predistortion link. The output of the link is then subtracted from the remainder of the input signal to form the predistorted input to the second transmitter. A driver amplifier and an optical attenuator are included in the link to ensure that the input power to the two transmitters stays equal for optimum distortion cancellation.
Experimental results
The spurious-free dynamic range (SFDR) of the EA modulator without any predistortion or driver amplifier is measured at 98 dBHz\(^{2/3}\) when biased at maximum slope. This is about 7 dB lower than devices incorporating a single EA modulator [5], which can be attributed to the lower transmitted power of this particular device. Adding a driver amplifier with low power consumption (~800mW) and low third order intercept point (+15 dBm), the overall link gain is improved at the expense of a penalty in SFDR, now 93 dBHz\(^{2/3}\). The left plot of Fig. 3 shows the captured RF spectrum around 500 MHz, where third order intermodulation terms can be clearly observed.

Activating the on-chip predistortion link to compensate for non-linearities, the third-order intermodulation terms can be reduced. The right plot of Fig. 3 shows the captured spectrum where the amplitude and phase response of the predistortion circuit has been carefully matched. More than 20 dB suppression of third order intermodulation terms is observed. This corresponds to a very closely matched phase and amplitude in the summation of signal and predistortion link output. To generate 20 dB of intermodulation suppression, the power must be matched within 0.3dB. The measured SFDR at 500 MHz is compared to the uncompensated case in Fig.4 where a fifth-order intermodulation-limited SFDR of 110 dBHz\(^{4/5}\) is obtained, more than compensating for the nonlineairties of the driver amplifier.

To investigate the bandwidth of the predistortion circuit, the center frequency was shifted while keeping all adjustments in the predistortion part constant. The results are shown in Fig. 5 where the dynamic range in a more realistic 1 MHz bandwidth is plotted as a function of frequency offset. 10 MHz frequency offset corresponds to only a 2 dB penalty in SFDR, while the added distortion of the driver amplifier is compensated for within a 50 MHz single-sided bandwidth. This fractional bandwidth can be improved by using more uniform response RF components or an equalizing circuit.

For automatic linearization over the entire tuning range, automatic predistortion gain control will need to be implemented to compensate for the variations in EA slope sensitivity with wavelength.

Summary
We have demonstrated a novel widely-tunable optical transmitter device with an integrated adaptive predistortion circuit based on extraction of nonlinearities using an on-chip optical link. The circuit has not only been showed to compensate for modulator nonlinearities, but also for driver distortion, allowing the use of more power-efficient driver amplifiers. The predistorter compensates for driver amplifier nonlinearities at a 20% fractional bandwidth.

References

This work was sponsored by the DARPA/MTO CSWDM program under grant no. MDA972-02-3-0006.
Characterization of Third Order Distortion in InGaAsP Optical Phase Modulator Monolithically Integrated with Balanced UTC Photodetector

Matthew N. Sysak†, Leif A. Johansson†, Jonathan Klamkin*, Larry A. Coldren, John E. Bowers†

†Electrical and Computer Engineering, University of California, Santa Barbara, CA 93106
‡Materials Engineering, University of California, Santa Barbara, CA 93106

Phone: 805-893-5828, Fax: 805-893-7990, Email: mnsysak@engineering.ucsb.edu

This material is based upon work supported by the DARPA PHOR-FRONT program under United States Air Force contract number FA8750-05-C-0265.

Abstract

We demonstrate a novel, dynamic characterization technique for measuring third order distortion products in an InGaAsP phase modulator. The phase modulator exhibits an output phase IP3 of 4.4π.

I. Introduction

Optical phase modulators are well positioned for use in both next generation analog and digital transmission systems. For digital communications, phase modulation allows greater transmission distances due to larger tolerance to dispersion effects, and wide wavelength transparency due to a broad operating envelope. In analog links, phase modulators are promising to overcome the response of standard amplitude modulators by permitting modulation depths beyond the standard zero and full rail. Traditionally, measurements of the efficiency and distortion in optical phase modulators has relied on DC characterization techniques such as Mach-Zehnder interferometers and Fabry-Perot resonators [1,2]. However, under large signal conditions these techniques are inherently limited by the nonlinearities generated in the phase to amplitude conversion process. Furthermore, because of the added nonlinearities in the phase detection process, it has been difficult to demonstrate a dynamic measurement of third order distortion at frequencies other than DC.

In this work we propose and demonstrate for the first time, a large signal, dynamic two-tone measurement technique for examining the third order distortion in an optical phase modulator without significant added nonlinearity from the phase recovery process. We use this technique to characterize a forward biased, InGaAsP quantum well (QW) phase modulator that is part of a monolithically integrated InGaAsP/InP photonic receiver chip. Experimental results show that the phase modulator can generate a phase swing of 4.4π before the magnitude of the third order distortion and fundamental response become equivalent.

II. Experiment

The experimental set up used to characterize the distortion products in the InGaAsP phase modulator is shown in Fig 1. An optical transmitter consisting of a single frequency laser source at an operating wavelength of 1545 nm, an EDFA, and a 1 nm FWHM optical bandpass filter is split into two optical paths in a Mach-Zehnder interferometer (MZI) configuration. In one of the arms of the MZI an external LiNbO₃ modulator is combined with the 500 µm long InGaAsP test phase modulator that is part of the photonic receiver chip. The photonic chip consists of two parallel optical waveguides, a 2x2 multi-mode interference (MMI) combiner, and a set of 100 µm long uni-travelling carrier photodetectors (UTC-PDs) similar to that in [3] in a balanced configuration. The 2x2 MMI and the balanced photodetectors convert the phase modulation produced by the LiNbO₃ and InGaAsP modulators to an amplitude response which can be examined in an electrical spectrum analyzer (ESA).

A set of electrical signal generators are used to create two electrical tones at 249.57 and 249.67 MHz. These two tones are combined using 2:1 combiner, then split into two separate pathways using a 1:2 splitter. One of the outputs from the 1:2 splitter is routed to the LiNbO₃ modulator, while the second output is routed to the InGaAsP modulator. A set of attenuators are used to control the amount of electrical power delivered to either the LiNbO₃ or InGaAsP phase modulator. External bias tees are used to set the bias conditions on both modulators. The center frequency between the two tones from the signal synthesizers is chosen

![Fig 1. Experimental set-up for dynamic two tone characterization of third order distortion products in the InGaAsP phase modulator. The optical and electrical paths are indicated by dashed and solid lines respectively.](image-url)
so that the physical path length difference from the 1:2 electrical splitter to either the InGaAsP or LiNbO$_3$ modulator corresponds to a phase delay of $\pi$ radians.

Device characterization requires two experiments. The first set of experiments is used to extract the fundamental response of the phase modulator, while a second set of experiments is used to characterize the distortion terms. In the first experiment only the electrical signal used to drive the InGaAsP phase modulator shown in Fig. 1 is enabled. The power out of the electrical signal generators is varied from -19 to -14 dBm, and the phase response of the device is characterized by examining the fundamental and third order distortion peaks generated during the phase to amplitude conversion process in the UTC-PDs. A sample ESA output spectrum from the balanced detector is shown in Fig 2 and labeled “uncompensated response”.

In the second experiment, the electrical signals used to drive both the InGaAsP and LiNbO$_3$ modulators are enabled. Since these drive signals are delayed by $\pi$ radians relative to one another, the phase response of the LiNbO$_3$ modulator compensates the response of the InGaAsP phase modulator. Assuming that the majority of the third order distortion is produced in the semiconductor modulator [4], the phase compensation affects mostly the fundamental response of the InGaAsP device while leaving the distortion products relatively unchanged. The reduction of the fundamental response allows the phase to amplitude conversion process in the UTC-PDs to remain within the linear regime of the Mach-Zehnder and preserves the phase distortion produced in the InGaAsP modulator without adding nonlinearities from the detection process. A sample spectrum of the electrical response from the balanced detector with both modulators operating is shown in Fig 2 where the peak amplitude modulation is -58 dBm. The response is labeled “compensated response.”

III. Results

The response of the fundamental and third order tones from the balanced photodetector as a function of applied power to the InGaAsP phase modulator in both the compensated and uncompensated experimental cases are shown in Fig 3. As expected, the addition of the LiNbO$_3$ phase modulator (compensated fundamental and distortion curves) reduces the fundamental response of the InGaAsP modulator and enables the response of the balanced detector to operate under small signal conditions where the phase recovery process is linear. To extract the output phase response of the InGaAsP modulator where the third order intermodulation products have equal power to the fundamental tones (IP3), the amplitude response from the UTC-PDs must be converted to a phase modulation. Since the fundamental response in the uncompensated experiments represents the fundamental response of the InGaAsP modulator for the given range of input powers, and since the third order distortion generated by the InGaAsP modulator is represented by the distortion in the compensated measurements, the IP3 intercept point is taken as the intercept between these two data sets. From Fig 3, the output IP3 of the forward biased phase modulator is +10 dBm, which translates into a balanced photodetector current of 14.1 mA assuming a 50 $\Omega$ internal load in the ESA. Given that the average output photocurrent from the UTC-PDs for a $\pi$ phase shift is 1.6 mA (3.2 mA pp), the output phase IP3 is 4.4$\pi$, calculated based on the ratio of the balanced photodetector current at the IP3 point to the current for a $\pi$ phase shift.

IV. Conclusions

We have proposed and demonstrated for the first time a novel technique for measuring the dynamic distortion in optical phase modulators. Using this approach, we have characterized a forward biased InGaAsP phase modulator monolithically integrated with a set of UTC-PDs. The output phase IP3 of the forward biased InGaAsP phase modulator was measured to be 4.4$\pi$.
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Abstract—A monolithically integrated balanced uni-traveling-carrier photodiode (UTC-PD) with a tunable 2x2 multimode interference (MMI) coupler has been fabricated and tested. Two waveguide UTC-PDs are electrically isolated using high-energy Helium implantation, and then connected in series using a monolithic metal interconnect. On chip metal-insulator-semiconductor (MIS) capacitors provide some DC decoupling. The tunable MMI coupler allows for tuning of the power balance in the PDs. Output saturation currents greater than 40 mA at 1 GHz are demonstrated for a single 10 μm x 150 μm UTC-PD. The third order intermodulation distortion (IMD3) is also measured and exhibits an output intercept point (OIP3) of 43 dBm at 20 mA and 34 dBm at 40 mA for this same UTC-PD. In the balanced configuration, the OIP3 values are therefore 49 dBm and 40 dBm. The balanced UTC-PD is also highly symmetric; the common mode rejection ratio (CMRR) was measured to be around 40 dB.

Keywords—balanced photodiode (BPD), common mode rejection ratio (CMRR), fiber-optic link, linearity, saturation current, third order intermodulation distortion (IMD3), third order output intercept point (OIP3), uni-traveling-carrier photodiode (UTC-PD).

I. INTRODUCTION

Phase modulated coherent fiber-optic links have the potential for greatly enhanced spur free dynamic range (SFDR) [1]. The backbone of a coherent link is the coherent optical receiver used to demodulate the phase of the received signal. A coherent receiver consists of a coupler for mixing the incoming signal with a local oscillator (LO) signal, and a balanced photodiode (BPD) for detecting the phase difference between the two waves. BPDs are employed because of their ability to suppress laser relative intensity noise (RIN) [2]. Some of the desired attributes for a coherent receiver are high power, high linearity, and large CMRR. A pin BPD has been reported with more than 20 dB CMRR [3]. UTC-PDs are attractive for BPDs because of their high saturation current capabilities made possible by reduced space charge effects [4]. Recently an advanced device architecture has been developed allowing for the monolithic integration of waveguide UTC-PDs with other optical components [5]. A monolithically integrated coherent receiver is advantageous because the optical power coupled to the PDs can be maximized. In this work, we have fabricated and tested a monolithically integrated BPD consisting of two series connected UTC-PDs,
a tunable 2x2 MMI coupler, and DC decoupling capacitors. With a single regrowth process, several optical components have been monolithically integrated to form a highly functional microwave photonic circuit. The UTC-PDs exhibit both high saturation current and high linearity. The MMI can be fine tuned to a 50:50 splitting ratio allowing for accurate control of the power balance in the PDs. The BPD is also highly symmetric lending to a large CMRR.

II. DEVICE DESIGN AND FABRICATION

The device structure is grown on a semi-insulating InP substrate by MOCVD. The optical waveguide consists of unintentionally doped (UID) InGaAsP QWs and barriers sandwiched between two InGaAsP waveguide layers. The bandgap wavelength of the QWs is significantly detuned from the input wavelength in order to minimize optical losses in the passive sections of the device. The UTC-PD structure is grown above the optical waveguide. This consists of a highly n-doped InP layer, followed by a UID InP collection layer, some band smoothing layers, and a highly p-doped InGaAs absorbing layer. Photodetection regions are formed by selectively removing these UTC-PD layers. The highly n-doped InP layer ensures that the electric field drops only across the collection layer in the photodetection regions. After formation of these regions, a blanket InP cladding regrowth is performed. Following regrowth, ridges and mesas are etched. Topside n- and p-contacts are then deposited and annealed. Benzocyclobutene (BCB) dielectric is used for reducing parasitic pad capacitance. The UTC-PDs are electrically isolated with a series of high energy Helium implants ranging in energy from 40 keV to 1.325 MeV. This provides a sheet resistance of 5.28 MΩ/square on the n-side and 2.46 MΩ/square on the p-side of the diodes as determined by transmission line model (TLM) measurements. A SEM and schematic of the balanced UTC-PD are shown in Fig. 1. The PDs are connected in series with a monolithic metal interconnect. This electrical isolation and series connection technique has been used in previous work for the fabrication of tunable bipolar cascade lasers and photonic integrated circuits (PICs) [6]. The MIS capacitors are fabricated by sandwiching a thin layer of dielectric between the p-metal and a buried n-contact layer. The capacitance is around 30 pF but can be varied simply by adjusting the dielectric thickness.

The 2x2 MMI coupler is a general interference type MMI [7]. It is 8 µm wide and 336 µm long. For tuning, current is injected uniformly across the width and into a region 70 µm long in the center of the MMI. In a MMI, the input field is reproduced in single or multiple images at periodic intervals. By modifying the refractive index around a selected area within one interval of the MMI, new phase relations between self-images are produced in the next interval resulting in a modified output image [8]. Therefore locally injecting current to change the refractive index can be used to tune the splitting ratio of the MMI.

III. RESULTS

To characterize the saturation current and linearity of the UTC-PDs, they were measured discretely. The optical-to-electrical frequency response was measured using a lightwave component analyzer. Fig. 2 shows the normalized response for up to 40 mA of average DC photocurrent for a single 10 µm x 150 µm UTC-PD. Fig. 3 shows the normalized RF power as a function of average DC photocurrent at 1 GHz for a single 10 µm x 150 µm UTC-PD. The bias is –5 V. The IMD3 was measured using a two-tone setup similar to that in [9]. Two DFB lasers were externally modulated to generate two tones, and the signals were combined in a 3 dB coupler.
An EDFA was used to vary the optical power input to the UTC-PD. Fig. 4 shows a plot of the extracted OIP3 as a function of average DC photocurrent for several biases. For a fixed photocurrent level, say 20 mA, increasing the reverse bias enhances the OIP3 by reducing space charge effects in the PD [10]. The OIP3 at 20 mA and a bias of –8 V was 43 dBm and at 40 mA and a bias of –5.8 V was 34 dBm. This corresponds to 49 dBm and 40 dBm for the balanced configuration. To the best of our knowledge, these are some of the highest OIP3 values reported for a waveguide PD.

To characterize the tunability of the MMIs, the splitting ratio was measured over a wide wavelength range for varying levels of injected current. Fig. 5 shows that with just a few milliamps of injected current, the splitting ratio can be adjusted in order to balance the power in the output arms of the MMI. This indicates that only slight changes in refractive index are necessary for tuning the splitting ratio. If higher refractive index changes and thus higher levels of injected current were necessary, the device performance could degrade [8]. The CMRR was measured by comparing the measured electrical response with light input to one UTC-PD to that with light input to both UTC-PDs with a balance of optical power. To do this, the tunable MMI coupler was used to achieve a maximum power imbalance and then an optimized power balance. Fig. 6 shows the corresponding measured frequency responses. The CMRR is 40 dB for frequencies above 2 GHz.

### IV. CONCLUSIONS

We have fabricated and characterized a waveguide balanced UTC-PD where adjacent UTC-PDs are electrically isolated using high energy Helium implants and series connected with a metal interconnect. The BPD has been monolithically integrated with a tunable 2x2 MMI coupler using a simple single regrowth fabrication process. By injecting current into a section of the MMI to locally change the refractive index, the splitting ratio can be tuned to balance the power in the PDs. A single UTC-PD has a saturation current greater than 40 mA and OIP3 values of 43 dBm and 34 dBm at DC photocurrent levels of 20 mA and 40 mA respectively. These correspond to 49 dBm and 40 dBm for the balanced configuration. The splitting ratio of the MMI coupler can be tuned with just a few milliamps of injected current. The BPD has a CMRR of 40 dB as measured by comparing the electrical response with light input to a single PD to that with a balanced optical input. This BPD can be
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ABSTRACT

We demonstrate 10Gbit/s operation of two different types of monolithic photocurrent driven wavelength converters (PD-WC). These photonic integrated circuits use a Semiconductor Optical Amplifier (SOA)-PIN photodetector receiver to drive an Electro-absorption (EA), or Mach-Zehnder (MZ) modulator that is integrated with a SGDBR tunable laser. We demonstrate improvements in optical bandwidth, insertion losses, device gain, and modulation efficiency.

Keywords: Wavelength conversion, high-speed modulators, optically controlled gate, tunable laser, semiconductor optical amplifier, Electro-absorption modulator, Mach-Zehnder modulator.

I. INTRODUCTION

Networking and infrastructure providers see great value in continuing to pursue technology that can lower costs yet provide increased flexibility and manageability of network capacity. Next generation networks using wavelength division multiplexing will benefit from highly functional large-scale Photonic Integrated Circuits (PICs). These new wavelength transparent networks will require important functions such as wavelength provisioning, add-drop multiplexing and packet switching that will need fast and dynamic wavelength conversion to eliminate wavelength blocking and wavelength management issues for high traffic networks. Traditionally, wavelength conversion is performed using a wavelength interchanging cross connect (WIXC) with conventional transponders and optical/electrical/optical (OEO) conversion. This approach does allow for clock recovery and 3R regeneration of the signal at the node. Unfortunately, these OEO devices consume increasingly large amounts of power at high bit rates, have a large footprint, and due to the electronics involved, lack bit-rate transparency. Dynamic widely-tunable solutions that can cut power consumption, size, weight and ultimately costs are seen as essential, in not only terrestrial networks but increasingly avionic and ship based communication systems.

A number of different wavelength converter approaches have been explored. Typical approaches use either semiconductor optical amplifiers (SOAs) or Electro-absorption (EA) modulators with cross-gain modulation (XGM), Four-Wave Mixing (FWM), Difference Frequency Generation (DFG), Nonlinear Optical Loop Mirror (NOLM), SAGNAC, Michelson interferometer, delayed interference, Photocurrent Assisted Wavelength (PAW) conversion, and cross-phase modulation in fiber and All Optical SOA Indium Phosphide (InP) based Mach-Zehnder structures. Arrays of devices have been demonstrated in both in-plane and vertically illuminated configurations. Also, tunable laser integrated devices have been demonstrated such as a wavelength selectable laser with all-optical wavelength converter. Additionally, All Optical Label Swapping (AOLS) has been demonstrated with 40 Gbit/s RZ packets and 10Gbit/s labels using a Sampled Grating Distributed Bragg Reflector (SGDBR) laser integrated differential driven active Mach-Zehnder all-optical wavelength converter. Another approach takes advantage of gain suppression by direct injection into either Super Structure Grating Distributed Bragg Reflector (SSGDBR) or Grating Coupled Sampled Reflectors (GCSR) lasers.

The key issues that impact the performance of the wavelength converter include: insertion losses/coupling losses, wavelength dependence of output power, extinction ratio, input and output optical, input power dynamic range, power dissipation particularly with arrays, optical filtering of the input wavelength, bandwidth limitations such as carrier
lifetime, cascadability, and chirp. Effective design needs to attempt to achieve adequate performance of all these metrics simultaneously.

II. PHOTOCURRENT DRIVEN WAVELENGTH CONVERSION

In this paper we present our latest results from a class of widely-tunable photocurrent driven wavelength converters (PD-WC). These devices operate by the generation of photocurrent in a detector, which changes the electric field across the depletion region in a reverse biased modulator. With this approach, switching speeds are not limited by carrier modulation effects such as carrier lifetime, and there is the potential for very high modulation bandwidths without requiring optical filtering of the input signal at the output. Very high optical bandwidths have been demonstrated with a similar optical gating approach using an integrated traveling wave Electro-absorption modulator (EAM) and high-speed detector. In this manuscript, we demonstrate some of the first tunable laser integrated photocurrent driven 10Gbit/s capable devices based on both EAM and MZM devices. The structures benefit from a simple process and chip-to-chip optical gain (10dB), as well as operate at high data rates (10Gbit/s) with high extinction ratios (>10dB). These integrated devices make use of an optically pre-amplified receiver to eliminate the need for electrical amplification in the device. Additionally, they have the potential of exhibiting less dissipated power than conventional SOA based all-optical WC devices. PD-WCs are also inherently filterless due to spatial separation of the input and output ridge. In practice, stray light often can be coupled at the output through the substrate of photonic integrated circuits. With proper design with separation and curving of the waveguides, we achieve very high suppression of the input signal at the output (>40dB).

Monolithically integrated widely-tunable 2.5Gbit/s wavelength conversion has been previously demonstrated using an offset-QW integration platform with the direct modulation of SGDBR and Bipolar Cascade SGDBR (BC-SGDBR) lasers as well as externally modulated EA and MZ modulators integrated with a SGDBR laser, Semiconductor Optical Amplifiers (SOA), and a photodetector. Recently, 10Gbit/s operation has been demonstrated using a hybrid traveling wave series push-pull (SPP) MZM and amplified photodetector. In this work, we aim to demonstrate fully integrated functionality, as well as reduce the high input power requirements and provide device gain. By using a more optimized SOA receiver design, input power requirements have been reduced considerably – down to approximately -10dBm. Improvements have also been made by modifying the integration platform growth structure. In the next section we examine the epitaxial structure in more detail.

III. MATERIAL STRUCTURE

Monolithic wavelength converters have been fabricated using a number of different integration platforms such as offset QW, quantum well intermixing, and butt joint regrowth techniques. A detailed discussion of these techniques is outlined elsewhere. This manuscript will show some our latest results using a dual QW epitaxial structure which provides higher efficiency, higher bandwidth modulators and detectors, and potentially lower device insertion losses, when compared with the traditional offset quantum well (OQW) approach. This is achieved without modifying the simple fabrication sequence associated with the OQW platform or adding any regrowth steps.

It is well known that by implementing QWs in a modulator structure, one can improve the efficiency of modulation at lower DC biases on the modulator. The challenge is to simultaneously achieve low propagation losses and wavelength independence. We can take advantage of this added performance by using a dual QW structure in which offset gain QWs are used in the SOA and gain section of a SGDBR tunable laser, and wide and shallow centered QWs are used for the modulation and tuning regions. This approach improves the modulation efficiency considerably without increasing the propagation losses, or excessively restricting the wide wavelength range.
The base structure seen in fig. 1, is almost identical to the offset QW structure\textsuperscript{24}, except for a multi-quantum well region centered in the optical waveguide layer. The centered QW stack contains 7 x 9nm compressively strained (0.33 \%) wells and 6 x 5nm tensile strained (0.075 \%) barriers and has a photoluminescence peak at 1480 nm. With the proper design of the CQW stack, it is possible to achieve low propagation loss (6 cm\(^{-1}\)), high injection efficiency (69\%), high modulation efficiency and broad optical modulation bandwidths. Due to the reduced doping (5 \textit{e}16 cm\(^{-3}\) Si) in the waveguide region of the dual QW base structure, there is a significant bandwidth increase in comparison with OQW Franz Keldysh devices\textsuperscript{26}. In addition, by utilizing shallow QW for the CQW stack, devices can operate under high waveguide optical power levels (>30 mW) without degradation of optical bandwidth. In the next two sections we will examine in more detail results from both fully integrated EAM and MZM based PD-WCs.

### IV. ELECTROABSORPTION BASED DEVICES

Electro Absorption Modulator (EAM) based PD-WCs utilize two parallel waveguide ridges, one functioning as a receiver and the other functioning as a transmitter. The receiver consists of an SOA for amplification of the input signal and a photodiode for signal detection. The transmitter ridge consists of a widely-tunable SGDBR laser, output SOA and an EAM. The EAM and photodetector are interconnected such that the generated photocurrent in the detector drops across a termination load, resulting in a voltage swing across the EAM. For optimum performance, the SGDBR should provide wide tunability and high output power, the EAM should provide sufficient bandwidth for the desired data rate and high extinction efficiency, and the SOA/photodetector receiver needs to provide sufficient bandwidth and linear output power versus input power over the range required to drive the EAM. In other work, regrowth schemes are being explored for the separate optimization of the individual components\textsuperscript{26}. Previously, 2.5Gbit/s operation had been demonstrated with an offset QW EAM based PD-WC\textsuperscript{24}, however more recent work using this very low capacitance dual QW structure enables 10Gbit/s non return to zero (NRZ) operation as illustrated in the next section.
1.1. Monolithic Dual QW EAM Based 10 Gb/s Wavelength Converter

In recent progress we have demonstrated the first 10Gbit/s NRZ monolithic widely-tunable EAM based PD-WC. Scanning electron micrographs showing the device layout are shown in fig. 2.

For the EA modulator based devices, the input signal is fed into a passive curved waveguide as shown to the right of fig 2. It is amplified by two SOAs. The first SOA is 600 µm long and has a ridge width of 3.0 µm. The function of this SOA is to amplify the input signal from the fiber coupled level to just below the 1-dB gain compression for an optical amplifier of that particular ridge width. The second SOA is 400 µm long and has a flared waveguide ridge that is designed to maintain the overall photon density while the optical mode is expanded and the overall power level is increased. The second SOA is exponentially flared from 3.0 µm to 12 µm. The transmitter portion of the PD-WC is comprised of a four section SGDBR followed by a 550 µm long SOA for output amplification, and a shallow QW EAM electrode. The waveguide quantum well stack consists of seven 90 Å compressively strained wells and six 50 Å tensile strained barriers. The SEM inset in Fig. 2 shows the device electrode between the tapered QW detector and EAM ridge. Photo-bis-benzocyclobutene (BCB) low K dielectric is used under the high-speed modulator and detector electrodes to reduce the parasitic pad capacitances. Additional optional passive section electrodes were integrated for power monitoring and diagnostics on both the input and output waveguides.

The SGDBR laser consists of a front mirror(1), gain(2), phase(3), rear mirror(4), and backside absorber(5), as depicted in fig. 2. Typical SGDBR wavelength spectra are shown for such a device in fig. 3a. The phase and mirror sections function to tune the wavelength of the laser over greater than 40 nm. The laser design is similar to that described previously. Figure 3b shows the light/current/voltage characteristics for an untuned SGDBR laser with typical threshold currents close to 39mA.
One can see from fig. 4a that the wavelength shift possible under forward bias in the Sampled Grating (SG) Mirror sections using the dual QW structure is slightly improved with respect to a similar bulk waveguide SG mirror. With optimum MQW design, large refractive index changes are possible within the constraints of excessive optical losses. As can be seen in Fig. 4b, the propagation losses through the device are increasingly wavelength dependent for long wavelength QW photoluminescence compositions. As mentioned before, the material used to fabricate the wavelength converter has a shallow QW PL peak centered at 1480nm. This corresponds to optical losses varying from approximately 15cm⁻¹ at the lower limit of the C-Band to as low as 6cm⁻¹ at 1565nm.

Modulator efficiency is another important parameter that we wish to optimize. As can be seen in fig. 5a, the slope efficiency as a function of reverse bias can provide as high as two times the efficiency as a bulk InGaAsP Franz-Keldysh waveguide device based on the offset QW platform over the full wavelength range of operation. Since the efficiency improves with reverse bias, previous Franz-Keldysh based devices incurred large insertion losses in order to achieve sufficient extinction ratios and acceptable bit error rate (BER) performance. With the dual QW platform, much lower reverse biases can be used (2.5V-3.5V) for optimal efficiency which benefits from lower power dissipation and higher device gain due to the much lower insertion losses. As can be seen in fig. 5b, increased modulator length is advantageous for wavelength converter efficiency.
Key performance characteristics from wavelength converters with different EAM/detector schemes were measured to determine the optimum device layout for the EA based dual quantum well wavelength converters. The extinction ratio and output power versus reverse bias for wavelength converters comprised of a 50µm long tapered detector (as previously described) interconnected to a 200µm, 300µm, and 400µm long EAM are shown in fig. 6a and fig. 6b, respectively, at 10Gbit/s with a 50ohm termination. Wavelength conversion was performed between 1548 nm and 1550 nm and the input power level is –5 dBm. Input amplifier bias currents are set to maintain a current density of 6 kA/cm² and the transmitter gain section is biased at 120 mA. The output transmitter SOA is biased at 75 mA.

In Fig. 6, it can be seen that by increasing the length of the modulator, a higher extinction ratio and higher output power is possible with lower modulator bias.

The facet to facet device gain was measured for a device with a 300µm and 400µm long EAM electrode as can be seen
in fig. 8. 5-9dB of gain is demonstrated over the whole C-Band with an input power of -5dBm and over 10dB extinction ratio.

Over the wavelength range, the SOA gain varies with a peak at 1550nm. Bias conditions were selected to achieve over 10dB extinction ratio at the output. As the 400μm long EAM based wavelength converter had sufficient optical bandwidth to operate at 10Gbit/s, it was chosen to perform bit error rate (BER) measurements. 10Gbit/s eye diagrams and BER measurements are given for an input wavelength of 1548nm to output wavelengths at 1531nm, 1541nm, 1552nm, and 1563nm using a pattern length of 2^{31}-1 Pseudo Random Bit Stream (PRBS). As can be seen in Fig. 7, all eye diagrams are open and clear. Greater than 10 dB of signal extinction was achieved at all wavelengths when biasing the EAM/photodetector in the 1.7-2.5V range. Less than 1-dB of power penalty can be seen over an operating
wavelength range of 32 nm. The reverse bias range and coupled-chip power used in this measurement was 1.7-2.5V and under -10 dBm, respectively. These results demonstrate the viability of single-chip wavelength conversion using the widely-tunable EAM PD-WC scheme.

VI. MACH-ZEHNDER BASED DEVICES

Two types of Mach-Zehnder based photocurrent-driven wavelength converters have been demonstrated recently using an OQW integration platform. The first configuration used photocurrent generated in a passive region photodiode to drive an integrated SOA-SGDBR transmitter with a single MZ lumped electrode\textsuperscript{23}. Although appealing due to its polarization insensitivity, the device did not use any optical amplification leading to fairly high input power requirements. Without traveling wave electrodes, the optical bandwidth of the device is limited. More recently a hybrid integrated device using traveling wave series push pull (SPP) Mach-Zehnder modulator electrodes has demonstrated 10Gbit NRZ wavelength converter operation over a wide wavelength range with low power penalties\textsuperscript{25}. This work used a SOA-PIN receiver to drive a 400\,µm long modulator\textsuperscript{29}. A monolithic version of this device is shown in fig. 9. The total footprint of the chip is less than 1mm x 3.8mm. As this device is fabricated on a Fe-doped semi-insulating substrate, GeAuNiAu separate n-contacts are required in the laser, modulator, SOA and detector regions.

![Fig. 9 Top view SEM of monolithic Series Push-Pull MZ based PD-WC device fabricated using the dual QW platform.](image)

The input signal is fed into an 800\,µm long tapered SOA from 3\,µm to 9\,µm which is detected in a 50\,µm long shallow quantum well based tapered detector (from 9\,µm to 6\,µm). This photocurrent is used to drive a series push-pull (SPP) modulator on the transmitter side\textsuperscript{30}. The device uses a SGDBR laser transmitter similar to as described earlier for the EAM based device followed by a 500\,µm long SOA. The light is split into a Mach-Zehnder structure with 75\,µm long phase electrodes on either branch to control the off state of the modulator. The series push-pull electrode structure uses eight T electrodes that are 50\,µm long spaced by 10\,µm for a total contact length of 400\,µm long.

The electrical bias configuration is more complicated than that for the EAM case shown previously as shown in Fig. 10a. In the EAM case, there was a single DC bias on both the detector and modulator. This is ideal from a bias complexity perspective, however is not optimum from a bandwidth and insertion loss perspective. In the MZ case, we have integrated a thin film silicon nitride capacitor so that the detector can be biased relatively high (-4.5V) to maximize the bandwidth of the device, and a fairly low bias on the modulator electrodes (-1V) to achieve low insertion losses for the device and high efficiency. If both MZM electrodes are biased with the same value, one can also remove the DC component of the power dissipated across the integrated 50 ohm NiCr load resistor that is found at the end of the electrode. Each DC bias has a RF blocking inductor connection.
Fig. 10(a) Series Push-pull (SPP) MZ photocurrent-driven wavelength converter bias configuration (b) DC extinction curves for 300um long Dual QW MZ modulator as a function of wavelength.

Similar to the EAM case, the MZ device has high efficiency. DC extinction measurements are shown in fig. 10b for a transmitter with the following biases: $I_{\text{gain}} = 100\text{mA}$, $I_{\text{soa}} = 100\text{mA}$, $P_{\text{out}} = 0.5\text{mW}$.

Chirp is another important parameter for the wavelength converter. At high bit rates the dispersion in optical fibers will reduce the reach that is possible for a sub-optimal chirp parameter. A standard SOA based All-optical Mach-Zehnder interferometer uses mostly cross-phase modulation in one branch of the modulator to produce negative chirp in the non-inverting operation and positive chirp in the inverting operation. A tunable photocurrent-driven wavelength converter using a single-side drive Mach-Zehnder modulator will provide negative chirp with inverting operation and positive chirp with non-inverting operation\textsuperscript{23}. The series push-pull configuration Mach-Zehnder modulator enables tailorable chirp, which can be achieved in both non-inverting and inverting operation. It is important to optimize the chirp parameter and extinction ratio simultaneously in order to maximize the transmission distance. Both branches of the Mach-Zehnder were biased to -1V with proper biasing of the phase electrode to achieve >10dB extinction ratio at the output. The power penalty was measured for 25km and 50km of Corning SMF-28 fiber using a 10Gbit/s $2^{31}-1$ PRBS as can be seen in fig. 11.
Large signal chirp parameters were extracted for the different wavelengths as shown in Fig. 11.

VII. CONCLUSION

We have demonstrated high-speed wavelength conversion for two different photocurrent driven wavelength converter (PD-WC) configurations. Both utilize a dual QW base structure that benefits from lower capacitance and improved efficiency. Both structures demonstrate the potential for wavelength conversion at 10Gbit/s with low power penalties (<2dB) over a wide wavelength range (30nm). With SOA design optimization, devices have been fabricated that have a net optical facet-to-facet gain (>5dB over whole wavelength range) and work well with very low input power requirements (<−10dBm).

PD-WC based on EAM technology have been fabricated and tested with both offset QW and dual QW integration platforms. With the introduction of the QW stack in the center of the waveguide, it has been shown that an improvement in the bandwidth efficiency product is possible for the EAMs while maintaining high injection efficiency and low propagation losses in the laser section. We have demonstrated wavelength conversion over 32 nm at 10 Gb/s with 10 dB optical extinction and less than 1dB power penalty with a PRBS of $2^{31}-1$. Optimal wavelength conversion was obtained with -10dBm input power. This is a significant improvement over previously reported results for EA modulator based widely tunable wavelength converters.

The use of high-gain, high saturation power receivers coupled with high bandwidth efficient modulators have been shown to allow the realization of viable wavelength conversion at high bit rates. Series push-pull MZ PD-WCs have demonstrated error-free wavelength conversion over 37nm with <1dB power penalty, and low input power (1.3mW).
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Abstract: A monolithically integrated photocurrent driven wavelength converter is fabricated and characterized. Bit-Error-Rate measurements at 10Gb/s show 1dB power penalties over 32nm with extinction ratios between 8.5-9.5dB. Input power is -11dBm and conversion efficiency is +13dB.
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1. Introduction

Photonic integrated circuits are key components in future all optical networks for increased functionality and lower packaging costs along with dynamic wavelength management. The development of a device that is capable of wavelength conversion and switching at high speeds without filtering to separate input and output signals, and without the cumbersome electronics associated with traditional OEO repeaters, has received significant attention [1]. To further reduce packaging costs and optical loss in such a device, a wavelength converter that is compatible with a monolithically integrated widely tunable laser source is a very attractive solution.

For very high speed filterless operation, wavelength converters based on photocurrent driven technology have been shown to support data rates up to 500 Gb/s [2]. In this device an input optical signal is detected in a photodetector and the generated photocurrent changes the voltage characteristics across a load resistor. This changes the transmission of a reverse biased Electroabsorption Modulator (EAM) and completes the wavelength conversion process. Several fully monolithic devices that utilize this technology have been demonstrated with a tunable laser source and optical amplifiers using the offset quantum well InGaAsP/InP integration platform, but bit rates were limited to 2.5 Gb/s and high input powers were required [3,4]. In this work, we demonstrate the first fully monolithically integrated widely tunable wavelength converter operating at 10 Gb/s with no filtering requirements and extremely low input average waveguide power requirements (-11 dBm).

2. Device Layout and Epitaxial Structure

The architecture of the monolithically integrated wavelength converter consists of two parallel ridges interconnected by a very short (35 μm) single gold trace. The transmitter ridge contains a four section widely tunable sampled grating DBR laser, a 600-μm-long SOA, followed by a 400 μm EAM. A receiver ridge contains an optical preamplifier and photodetector similar to that used in [5]. The preamplifier is divided into a straight waveguide section that is designed for high efficiency and is 600 μm long, followed by a high power section that has an exponentially flared ridge width up to 12 μm and is 400 μm long. The photodetector contains laser offset quantum wells (OQW) that is reverse biased and is 50 μm long. The photodetector ridge waveguide is tapered from the final width of the amplifier (12 μm) down to 3 μm in order to accommodate high optical power levels in the receiver. The device uses a single applied bias for both photodetector and EAM with a single 50-Ω load applied after a bias-T. A device schematic from a Scanning Electron Micrograph (SEM) along with an equivalent circuit is shown in fig. 1. As a result of the physical separation between the input and output waveguides, the Input Signal Suppression Ratio (ISSR) is larger than 50 dB.

The epitaxial layer structure uses a Dual Quantum Well (Dual QW) integration platform similar to the offset quantum well (OQW) platform that has been used extensively for advanced PICs. The OQW stack provides gain in the laser and amplifiers (Photoluminescence (PL) = 1550 nm) and is located above the optical waveguiding layer. The second separate set of quantum wells (PL = 1480 nm), centered in the InGaAsP waveguide (PL = 1300 nm),
provides broadband modulation efficiency when reverse biased in the EAM. The centered QW stack contains 7 x 90 Å compressively strained wells and 6 x 50 Å tensile strained barriers. The layer stack is shown in Fig. 1.

3. Results

Device optical to optical S21 bandwidth measurements, EAM DC extinction characteristics, optical receiver characteristics, and Bit Error Rate (BER) measurements have been performed for a device that uses an external 50 Ω load. DC extinction characteristics are shown in fig.2. Measurements for the 400 μm long EAM show greater than 20 dB extinction over 30 nm with less than –4V bias. Receivers were characterized by fiber coupling DC light into pre-amplifiers. The input on-chip power levels were measured by reverse biasing the high gain receiver SOA. Both receiver SOAs were then forward biased and the output power levels measured in the QW-PIN. Results are presented in fig. 2 where devices show a 3-dB compression of +16 dBm. SOA bias current density was 6 kA/cm².

BER measurements at a wavelength of 1548.1 nm using a non-return-to-zero (NRZ) 2³¹ – 1 pseudorandom bit stream were performed at 10 Gb/s with an Agilent 83433A transmitter and bit error rate tester. The transmitter had an extinction ratio of 14 dB. The optical test signal was routed to an EDFA followed by an optical filter, then
through a polarization controller and was coupled to the device using a lensed fiber. In this experiment, -5.5 dBm of optical fiber power corresponding to -11 dBm of waveguide power was required. After wavelength conversion, the output signal from the device was routed to a variable attenuator, then to a photodetector and back to the Bit-Error Rate tester. Error-free operation at a BER of $10^{-9}$ has been demonstrated with a power penalty of less than 1-dB over a bandwidth of 32 nm. Eye diagrams are shown in fig. 3 for transmitter (bottom left) and wavelength converted data (top right). Results for Extinction Ratio, output power, and BER curves for a variety of output wavelengths are shown in fig 3.

![Fig. 3](a130_1.pdf)

Fig. 3. Extinction Ratio and average output power accounting for 4.5 dB coupling loss (left) and 10 Gb/s BER curves for 50 Ω terminated EAM based wavelength converter (right). Input wavelength is 1548.1 nm with waveguide power of -11 dBm.

4. Conclusions

We have demonstrated the first filterless wavelength converter with an integrated tunable laser source operating at 10 Gb/s with compatibility over a wide tuning range (32 nm) with large extinction ratios (> 8.5 dB). The device showed less than 1-dB power penalty for wavelength conversion and required less than -5.5 dBm of input fiber power and -11 dBm of waveguide power. Overall facet to facet conversion efficiency ranged from +9 to +13 dB neglecting fiber coupling loss.
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Single-chip, widely-tunable 10 Gbit/s photocurrent-driven wavelength converter incorporating a monolithically integrated laser transmitter and optical receiver


A single-chip photocurrent-driven wavelength converter operating at 10 Gbit/s is presented. The device consists of a monolithically integrated widely tunable transmitter and an optical receiver. The transmitter consists of a sampled grating DBR laser, electroabsorption modulator and semiconductor optical amplifier (SOA). The optical receiver includes a quantum-well pin photodetector and a set of two SOA preamplifiers. Bit error rate measurements at 10 Gbit/s with a 2^{23} – 1 PRBS showed less than 1 dB of power penalty for conversion between 1550 nm and output wavelengths ranging from 1531 to 1563 nm.

Introduction: Dynamic wavelength switching in next generation optical networks will require improvements in traditional optical to electrical to optical (OEO) wavelength conversion techniques to achieve efficient wavelength routing [1]. From an integrated device perspective there have been several proposed solutions to this issue that utilise a variety of mechanisms. These include cross-gain, cross-phase and cross-absorption modulation along with an assortment of interferometric techniques [2, 3]. However, it has been challenging to demonstrate a device with a small form factor that does not require optical output signal filtering, operates at high bitrates, and is compatible with an on-chip laser source for efficient optical coupling between discrete components. For high bitrate applications where optical filtering is problematic, a particularly attractive solution is a single-chip photocurrent-driven-based device.

The electroabsorption modulator (EAM)-based photocurrent-driven approach relies on generation of a photocurrent from a detector that changes the voltage across an EAM, through a load resistor. This voltage modulates the transmission characteristics of the EAM, which is connected to a laser source operating at a different wavelength from the input. Using this technique, monolithically integrated photodetector and modulator devices without integrated lasers or amplifiers have been shown to be compatible with up to 500 Gbit/s [4]. Fully integrated wavelength converters have been demonstrated with tunable laser sources and amplifiers, but performance was limited to 2.5 Gbit/s as a result of low-efficiency Franz-Keldysh bulk waveguide EAMs and/or limited saturation output power in integrated optical amplifiers [5, 6]. In this Letter, the first 10 Gbit/s single-chip photocurrent-driven wavelength converter is demonstrated with bit error rate (BER) power penalties of less than 1 dB over a wide range of output wavelengths (32 nm). The fibre-coupled waveguide input power was −11 dBm, which, to the best of our knowledge, is the lowest reported for an integrated photocurrent-driven device.

Experiment: The wavelength converter consists of receiver and transmitter regions that are fabricated on neighbouring, parallel waveguides, as shown in Fig. 1. This configuration allows for complete separation of the optical input and output signals, eliminating the possibility of crosstalk and hence the need for optical filtering at the device output that is required by many types of wavelength converters with on-chip sources. The receiver and transmitter waveguides are connected with a short (35 µm) Ti/Pt/Au metal interconnect to allow the generated photocurrent to be routed between the two sections. The receiver contains a set of two optical amplifiers that are operated in their linear regime, followed by a QW-pin photodetector. The first amplifier is 600 µm long and has a waveguide width of 3 µm. This SOA is used to boost the fibre-coupled input power level to just below the 1 dB gain compression point for a given operating current density. The second amplifier is 400 µm long and has an exponentially flared waveguide width (3–12 µm) to expand the cross-section of the optical mode. This geometry enhances the 1 dB output power compression of the SOA, while still allowing for gain at the expense of additional applied current [7]. The QW-pin photodetector is 50 µm long and is simply a reverse-biased region containing the offset quantum well (OQW) stack that is used for gain in the laser and amplifiers. The photodetector ridge width is linearly tapered down from 12 to 3 µm for low capacitance and increased saturation power. The transmitter section consists of a five-section widely tunable sampled grating distributed Bragg reflector (SGDBR) laser [8], a 550 µm optical amplifier and a 400 µm-long QW EAM. The EAM and the QW-pin photodetector share a common electrical reverse bias that is applied through a 50 µm pitch ground-signal probe in combination with an external bias tee that includes the 50 Ω load resistor. Low-k dielectric, photo-bis-benzocyclobutene (BCB), is incorporated in the QW-pin, EAM and the metal interconnect to minimise any parasitic capacitance from bondpads and metal electrodes.

The wavelength converter is fabricated in the InGaAsP/InP material system using exposed ridge waveguides on a dual quantum well (DQW) integration platform. This integration platform is very similar to the more common OQW platform that has previously been used for SGDBR-based photonic integrated circuits (PICs) [7]. Compared to the OQW approach, the DQW platform includes an additional set of quantum wells that are inserted into the optical waveguide region to enhance the modulation efficiency of the integrated EAMs. These waveguide quantum wells have a photoluminescence peak of 1480 nm and consist of 7 x 9.0 nm wells and 6 x 5.0 nm barriers. This platform is attractive since it uses all the processing techniques developed for the OQW PICs and requires only a single blanket p-InP overgrowth to fill in the gratings on the tunable laser. A diagram of the DQW integration platform with a detail of the individual layers is shown in Fig. 2.

Results: Devices were antireflection (AR) coated and mounted on copper blocks for testing. The temperature in all the following experiments was maintained at 15°C. Optical to optical S21 response measurements of a 50 Ω terminated wavelength converter showed a 3 dB frequency roll-off of 7 GHz. Bias conditions in the frequency response measurement were −2.5 V over both EAM and QW-pin and the wavelength converter was operated with an input of 1548 nm and an output of 1565 nm. Characterisation of the discrete 400 µm EAM DC extinction for wavelengths between 1531 and 1563 nm showed greater than 20 dB total extinction with less than −4 V bias and slope
efficiencies greater than 10 dB/V. The optical receiver, including both SOA preamplifiers and the QW-pin photodetector, was characterised and showed a collective output power 1 dB compression of 15.5 dBm along with 20 dB of gain at an applied current density of 6 kA/cm². The photodetector reverse bias was 3.1 V.

For the BER measurements, a non-return-to-zero (NRZ) 2³¹ – 1 pseudorandom bit stream at 10 Gbit/s from a BER tester transmitter (Agilent 83433A) was input into an EDFA followed by an optical filter and polarization controller, then transmitted to the device using a lensed fibre. The wavelength converted signal was routed to a variable attenuator, followed by a photodetector and finally back to the bit-error-rate tester. The input optical fibre power level was 5.5 dBm, corresponding to −11 dBm of coupled waveguide power, and the input extinction ratio was 14 dB. The SGDBR gain and transmitter post-amplifier are biased at 130 and 120 mA, respectively, and the receiver preamplifiers are biased for a current density of 6 kA/cm².

Error-free operation (BER of 10⁻⁹) is demonstrated (Fig. 3) with less than 1 dB power penalty for wavelength conversion between a fixed input wavelength of 1548 nm and a range of output wavelengths from 1531 to 1563 nm. The converted output extinction ratio varied between 8.7 and 9.2 dB and the average output powers, with fibre coupling losses removed, ranged between −1.8 and +2 dBm.

Conclusions: We have demonstrated the first photocurrent-driven wavelength converter with a monolithically integrated tunable laser and optical receiver operating at 10 Gbit/s with BER power penalties of 1 dB over a wide output tuning range (32 nm). Input powers were kept at −5.5 dBm in the fibre and −11 dBm in the waveguide, which is to the best of our knowledge the lowest reported for this type of device.
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Fig. 3 BER measurements at 10 Gbit/s for wavelength conversion between fixed input (1548 nm) to variable output (1531–1563 nm)

Applied wavelength converter bias levels were −1.4, −2.0, −2.9 and −3.1 V for wavelengths of 1531, 1542, 1553 and 1563 nm, respectively. Optical eyes shown for back-to-back and wavelength converted (1542 nm) signals
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Wavelength conversion is an essential function in wavelength-division-multiplexing (WDM) optical networks, as it enables better utilization of bandwidth and reduces blocking probabilities. This work presents, for the first time, a fully integrated transceiver solution to wavelength conversion in which all microwave signals are confined on a single InP chip. This device architecture, referred to as a photocurrent-driven wavelength converter (PD-WC), is particularly attractive due to the potential for low power dissipation, high bandwidth, data regeneration, and no optical output filtering requirement unlike many all-optical implementations [1]. The PD-WC approach consists of an interconnected receiver and transmitter such that photocurrent from an optically pre-amplified receiver is used to drive a modulator, which functions to translate the signal onto any output wavelength within the range of a widely tunable laser. Previous widely-tunable PD-WC demonstrations have required high speed probes, bias-T’s, and in some cases complex bias circuitry [1]. In this work, a termination resistor and DC-blocking capacitor are integrated with an electro-absorption modulator (EAM) based PD-WC such that only DC biases are necessary for device operation and no microwave signal must travel off the chip. This widely-tunable device demonstrates error free 10 Gb/s conversion and utilizes both a simple, single-regrowth fabrication and a simple bias configuration.

The PD-WC is essentially a monolithically integrated transceiver within a compact footprint of 3.1 by 0.5 mm. The transmitter ridge consists of a widely tunable sampled grating (SG) DBR laser followed by semiconductor optical amplifier (SOA) and a 400 µm long EAM. The receiver ridge consists of two SOAs followed by a p-i-n quantum well photodetector (QW-PD). The ridge width of the second SOA is flared (3 to 9 µm) to achieve a 3-dB saturation power greater than 15 dBm. The QW-PD is 20 µm long with a tapered ridge (9 to 7 µm) to prevent saturation at the front end while minimizing the total capacitance [2]. Benzo-cyclobutene (BCB), a low-k dielectric, is defined underneath the QW-PD and EAM electrodes for reduced parasitic capacitance and a 75 μm long microstrip line above the BCB connects the QW-PD to the EAM electrode in a traveling wave configuration. The EAM is terminated with a 35 Ω NiCr resistor followed by a large (~30 pF) on-chip parallel-plate capacitor in series, providing an RF path to ground. An additional chip capacitor is added in parallel on the submount to provide a low impedance ground path for frequencies less than 500 MHz.

The device was fabricated on a dual quantum well (DQW) base structure with a semi-insulating Fe-doped InP substrate. The DQW consists of a set of 7 offset quantum wells ($\lambda_{PL}$=1542 nm) above the waveguide layer, for gain in laser and amplifier regions, and 8 shallow quantum wells ($\lambda_{PL}$=1455 nm) centered in the waveguide for modulation efficiency. The offset wells were selectively etched from all passive and modulation regions before the p-type InP cladding was grown.

Wavelength conversion experiments at 10 Gb/s in the non-return to zero (NRZ) format demonstrated open eye diagrams with output extinction ratios ranging from 8.0 to 6.6 dB for output wavelengths from 1527-1553 nm. Bit error rate measurements achieved 10 Gb/s error free wavelength conversion over the same 25 nm output wavelength tuning range. In this tuning range, the power penalty of wavelength conversion ranged from 1.5 to 2.5 dB compared to back to back transmission. The input power for these measurements was -4.5 dBm neglecting coupling losses. DC characterization experiments showed the receiver SOA gain to be greater than 18 dB and QW-PD output to be linear up to 25 mA of photocurrent. The EAM demonstrated peak DC extinction slope efficiencies from 10 to 20 dB/V for wavelengths from 1527 to 1553 nm.

This work was supported by DARPA MTO-LASOR Grant W911NF-04-9-0001.

Figure 1: Photograph of widely tunable transceiver for wavelength conversion. Device dimensions are 3.1 mm by 0.5 mm.

Figure 2: Circuit diagram of QW-PD and EAM with on-chip termination and single DC bias configuration with no bias-Ts.

Figure 3: Diagram of epitaxial layer structure for dual quantum well integration platform.

Figure 4: Tuning spectrum and fiber-coupled output power of SG-DBR laser with output SOA.

Figure 5: Wavelength converter bit error rate at 10 Gb/s demonstrating error free operation with less than 2.5 dB power penalty compared with back-to-back transmission over 25 nm output tuning range.

Figure 6: Wavelength converted output eye diagrams corresponding to BER measurements in Figure 5. Average output power ($P_{out}$), extinction ratio (E.R.) and EAM/QW-PD operating bias ($V_{bias}$) are listed.
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Abstract Optical 2R and 3R signal regeneration along with dynamic wavelength switching is demonstrated for the first time using a monolithically integrated, widely tunable photocurrent driven wavelength converter.

I. Introduction
Wavelength conversion in combination with optical regeneration, including signal retiming, signal reshaping and signal reamplification, is viewed as a key functionality for improving blocking probabilities and signal quality in next generation optical networks. To perform this function, several devices have been proposed and demonstrated [1,2]. However, prior to this work, regenerators with high levels of integrated functionality, including on-chip tunable laser sources, have not been demonstrated. Here we present wavelength switching and signal regeneration using a single-chip widely tunable, photocurrent driven wavelength converter (PD-WC) [3]. The small form factor highly integrated chip enables reduced packaging complexity and costs along with reduced optical loss between discrete components.

In Section II, we examine the wavelength switching, signal extinction ratio regeneration, and signal reamplification (2R) properties of the device using a degraded non-return to zero (NRZ) input signal. For conversion from 1548 nm to 1545 nm we observe regeneration with an increased extinction ratio from 4 dB to greater than 12 dB, facet to facet gain of up to 12 dB (excluding coupling losses), and a 3.5 dB negative power-penalty in Bit Error Rate (BER) experiments at 2.5 Gb/s.

In Section III, we examine the wavelength switching, signal reshaping, signal reamplification, and signal retiming (3R) properties of the PD-WC using a 10 Gb/s return to zero (RZ) input signal. Error-free wavelength switching is demonstrated with a 1-dB power penalty from 1548 nm to 1545 nm using an ideal input signal. For a degraded input with timing distortion and a 4 dB extinction, wavelength converted signal regeneration shows a negative 2.8-dB power penalty through the device, with facet to facet gain (excluding coupling losses) of +6.4 dB. Measurements of the peak to peak jitter before and after the device show a reduction from 35 ps to 17 ps using input signals with added 10 MHz sinusoidal frequency modulation.

II. 2R regeneration and wavelength switching
II(a). 2R PD-WC device arrangement
The single chip EAM-based photocurrent driven wavelength converter is fabricated in the InGaAsP/InP materials system using a dual quantum well (DQW) integration platform [4]. The wavelength converter is arranged in a parallel ridge architecture as shown in Fig. 1. Light at wavelength $\lambda_{in}$ enters the device receiver section and is amplified by a set of two linear SOAs. The first SOA is 600 $\mu$m long and has a ridge width of 3 $\mu$m. The second SOA is 400 $\mu$m long and has an exponentially flared ridge width (3 $\mu$m to 12 $\mu$m) to increase the saturation power characteristics [5]. The amplified signal is fed to a tapered 50 $\mu$m long QW-PIN photodetector. Total receiver optical gain at 1548 nm is 21 dB including the quantum efficiency of the photodetector.

Figure 1. (a) Scanning electron micrograph of single chip, widely tuneable wavelength converter (b) Functional diagram of integrated components in wavelength converter for 2R regeneration experiments.

---

Error-free wavelength switching is demonstrated with a 1-dB power penalty from 1548 nm to 1545 nm using an ideal input signal. For a degraded input with timing distortion and a 4 dB extinction, wavelength converted signal regeneration shows a negative 2.8-dB power penalty through the device, with facet to facet gain (excluding coupling losses) of +6.4 dB. Measurements of the peak to peak jitter before and after the device show a reduction from 35 ps to 17 ps using input signals with added 10 MHz sinusoidal frequency modulation.

II. 2R regeneration and wavelength switching
II(a). 2R PD-WC device arrangement
The single chip EAM-based photocurrent driven wavelength converter is fabricated in the InGaAsP/InP materials system using a dual quantum well (DQW) integration platform [4]. The wavelength converter is arranged in a parallel ridge architecture as shown in Fig. 1. Light at wavelength $\lambda_{in}$ enters the device receiver section and is amplified by a set of two linear SOAs. The first SOA is 600 $\mu$m long and has a ridge width of 3 $\mu$m. The second SOA is 400 $\mu$m long and has an exponentially flared ridge width (3 $\mu$m to 12 $\mu$m) to increase the saturation power characteristics [5]. The amplified signal is fed to a tapered 50 $\mu$m long QW-PIN photodetector. Total receiver optical gain at 1548 nm is 21 dB including the quantum efficiency of the photodetector.
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Figure 1. (a) Scanning electron micrograph of single chip, widely tuneable wavelength converter (b) Functional diagram of integrated components in wavelength converter for 2R regeneration experiments.
QW-PIN photodetector. The photocurrent from the receiver is routed to a 400 μm long EAM that shares an optical waveguide with the SGDBR laser and shares a circuit node with an external bias tee and a 50 Ω load resistor. As the photocurrent drops across the load resistor, the EAM potential is altered changing its transmission characteristics. Since the EAM is positioned after the SGDBR laser, it functions to transfer the input signal onto the output of the tuneable laser ($\lambda_{out}$), resulting in wavelength conversion. The DC voltage for both QW-PIN and EAM is applied through the external bias tee. Overall device optical 3-dB bandwidth is 6 GHz.

II(b). 2R regeneration experiments
Device re-amplification and reshaping (extinction ratio regeneration) properties were examined by degrading the input signal power and extinction ratio (ER) to the wavelength converter, and measuring the resulting converted signal power and ER. The experimental set-up is identical to that found in [3]. Measurements of the converted signals were performed by examining waveforms on an oscilloscope. To confirm the regenerating properties of the wavelength converter, Bit Error Rate (BER) measurements were performed with non-return to zero (NRZ) signals at 2.5 Gb/s using a $2^{31}-1$ pseudo random bit stream (PRBS). Input signal optical signal to noise ratios (OSNR) were greater than 20 dB in all experiments. Receiver SOAs were biased at 6.6 kA/cm$^2$, and SGDBR gain and SOA post amp were biased at 130 mA and 100 mA respectively.

II(c). 2R regeneration results
The wavelength converted output (1545 nm) ER as a function of applied reverse bias is shown in Fig. 2 for input signal (1548 nm) extinction ratios of 4 dB and 10 dB. At both input conditions, the average on-chip receiver power was -7 dBm. The wavelength converted signals show ER of greater than 12 dB for the 4 dB ER input case and 14 dB for the 10 dB ER input case with a reverse bias of -2.1 V. Converted eye diagrams and input eye diagrams are also shown in Fig. 2.

Wavelength converted and back to back BER measurements for the 4-dB ER input signal case are shown in Fig. 3. The output signal conditions are matched with the eye diagrams that are embedded in Fig. 2. As the reverse bias is increased, the wavelength converted signal ER improves, leading to improved receiver sensitivity and negative power penalties. At a bias of 2.1 V the converted signal extinction ratio improvement from 4 to 12.7 dB leads to a negative 3.5 dB power penalty.

The re-amplification characteristics for the device are measured as facet to facet gain, where
input and output fiber coupling losses (4.2 dB) are removed. Results are shown in Fig. 4 for a range of reverse bias conditions for the 4 dB ER input signal. As seen in the figure, between 4 dB and 12 dB of gain can be achieved depending on the applied bias conditions.

III. 3R regeneration and wavelength switching

III(a). 3R PD-WC device arrangement

For 3R regeneration experiments, the PD-WC chip described in Section I(a) is combined with an external electrical clock recovery circuit, and a second EAM (EAM 2) that spatially follows the EAM (EAM 1) connected to the QW-PIN photodetector. A functional schematic of the wavelength conversion and 3R signal regeneration process in the device, including eye diagrams, is shown in Fig. 5. For clock recovery, the photocurrent generated in the QW-PIN is used to drive an electrical PLL-clock circuit (Fig. 5). The effective 50 $\Omega$ impedance of the clock recovery circuit is used as a resistive termination. The recovered 10 GHz clock signal from the PLL is then amplified and fed to EAM 2. The single frequency sine wave controls the transmission properties of EAM 2 and gates the band-limited (3-dB optical bandwidth ~ 6 GHz) wavelength converter signal produced by the combination of EAM 1 and the QW-PIN. This approach has been shown to reduce noise and jitter [6]. Electrical delay lines are used to phase match the clock and data signals and DC bias tees are used to apply a reverse bias to the wavelength converter and to EAM 2.

III(b). 3R regeneration experiments

Device wavelength switching, and signal regeneration properties have been examined using a return to zero (RZ) 10 Gb/s pseudo random bit stream (PRBS) with a $2^{31}-1$ word length. For wavelength switching with an ideal input, a signal with an extinction ratio (ER) of 15 dB at 1548 nm was fed to the wavelength converter. The converted signal ER and output power were measured using waveforms on an oscilloscope. Bit error rate (BER) measurements were performed using the set-up shown in Fig 6.

For regenerative wavelength switching of signals with eye shape distortion, measurements of the BER, wavelength converted ER, and output power were been performed. To degrade the signal ER and eye-shape, the polarization of the laser transmitter is rotated before entering the electro-optic modulator (EOM) in Fig. 6. The ER of the degraded input was 4 dB and the pulse width was broadened.

Jitter experiments were performed by adding a 10 MHz sinusoidal frequency modulation to the data signal from the BERT tester before being fed to the EOM. Input optical signal to noise ratios (OSNR) were greater than 25 dB in all experiments.

Receiver SOAs were biased at 6.6 kA/cm$^2$, and SGDBR gain section and SOA post amp were biased at 130 mA and 100 mA respectively. The amplified peak to peak 10 GHz clock tone used to drive EAM 2 was 3 V measured before the device. The wavelength converter EAM and QW-PIN (EAM 1) was biased at -2.2 V and EAM 2 was biased at -1.5 V.

III(c). 3R regeneration results

BER measurements results for wavelength conversion and signal regeneration are shown in Fig 7. Using an ideal input signal at 1548 nm with average on-chip input power of -7 dBm, BER measurements show a 1-dB power penalty for conversion to 1545 nm. Fiber coupled wavelength converted average output power was -8.2 dBm into a lensed fiber and ER was 13 dB. Measured fiber coupling loss was 4.2 dB giving an overall facet to
facet conversion gain of +7.2 dB.

For the degraded input signal, back to back BER curves and regenerated BER curves in addition to eye diagrams are shown in Fig 7. Degraded signal input extinction ratio is 4 dB at 1548 nm, and average input power to the wavelength converter was -7 dBm. After conversion the output ER at 1545 nm was 11 dB. BER measurements of the regenerated input signal show a negative 2.8 dB power penalty compared with back to back. The converted average output power was -9 dBm which gives a facet to facet conversion gain of +6.4 dB.

Device input and wavelength converted eye diagrams and their corresponding values of peak to peak jitter are shown in Fig 8. Wavelength conversion through the device provides a reduction in the input jitter by 7 ps, 12 ps and 18 ps for input jitter levels of 15 ps, 25 ps and 35 ps respectively.

IV. Summary
We have demonstrated wavelength switching in combination with both 2R and 3R regeneration using a monolithically integrated widely tunable PD-WC.

In 2R regeneration experiments with NRZ data, signal extinction ratios are improved from 4 dB to greater than 12 dB with facet to facet gain ranging from 4 dB to 12 dB. BER measurements show negative power penalties of up to 3.5 dB when the converted signal extinction ratio is regenerated from 4 dB to 12.7 dB.

In 3R regeneration experiments with RZ data, facet to facet gain for conversion of degraded input signals is +6.4 dB, and a negative power penalty of 2.8 dB is observed in BER measurements. Jitter experiments show a reduction from 35 ps to 17 ps through the PD-WC.
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Abstract: Detailed wavelength conversion, extinction ratio regeneration, and signal re-amplification experiments are performed using a monolithically integrated, widely tunable photocurrent driven wavelength converter. A -3.5 dB power penalty is observed in bit error rate measurements at 2.5 Gb/s when the extinction ratio of an incoming signal is regenerated from 4 dB to 11 dB, and the input signal wavelength is switched from 1548 nm to an output wavelength range between 1533 nm and 1553 nm. When the input signal extinction ratio is regenerated from 4 to 11 dB, the wavelength converter provides facet to facet conversion gain of 5 dB, 7.7 dB, and 7.6 dB for conversion from 1548 nm to output wavelengths of 1533, 1545 nm, and 1553 nm.
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I. Introduction
Optical signal regeneration, including signal reshaping and re-amplification (2R) and optical wavelength conversion are critical functionalities for increasing transmission distances and reducing blocking probabilities in next generation networks. To perform this function, several devices using a variety of approaches have been proposed and demonstrated. For
simultaneous regeneration and wavelength conversion, these include optically injected lasers, semiconductor optical amplifier Mach Zehnders, electroabsorption modulators (EAM), and a variety of discrete component optoelectronic approaches [1-3]. Although significant progress has been made in operating speed and regeneration efficiency using these techniques, the majority of currently available wavelength converters that are compatible with regeneration suffer from a variety of drawbacks. These drawbacks include large chirp, high losses between discrete components, high power dissipation, limited dynamic wavelength conversion between identical wavelengths, and additional external optical filtering requirements for separating input and output wavelength converted signals [4].

In contrast to these techniques, recently we have demonstrated a photocurrent driven wavelength converter (PD-WC) that is fully transparent to a range of input and output wavelengths. The PD-WC does not require optical filtering to separate input and output signals and incorporates an on-chip tunable laser source to limit optical losses between discrete components. The device is fabricated using a simple dual quantum well (DQW) integration platform [5] where active regions used for optical gain, passive regions for waveguide routing, and EAM regions are defined using a selective etch technique to remove a set of quantum wells located above the optical waveguide layer. Completion of PD-WC fabrication requires only a single blanket InP regrowth.

In this work we show signal regeneration in combination with broadband wavelength switching using the PD-WC. Signal regeneration is performed through extinction ratio (ER) regeneration and signal reamplification (2R). Using a degraded input signal with a 4 dB ER at a wavelength of 1548 nm, conversion through the PD-WC to wavelengths between 1533 nm and 1553 nm shows extinction ratio improvements from 4 dB to 11 dB, facet to facet device gain of up to 7.7 dB, and a negative power penalty of 3 dB at a bit rate of 2.5 Gb/s.

2. PD-WC wavelength switching and signal regeneration mechanism
The photocurrent driven wavelength converter (PD-WC) consists of a monolithically integrated pre-amplified receiver and externally modulated widely tunable sampled grating DBR (SGDBR) based transmitter [6]. A scanning electron micrograph (SEM) of the device is
shown in Fig. 1(a). Light enters the receiver on $\lambda_{in}$ and is amplified by a set of two integrated semiconductor optical amplifiers (SOAs). The first SOA is 600 $\mu$m long and boosts the optical input power level to just below the 1-dB output power gain compression for a 3 $\mu$m wide amplifier. A second 400 $\mu$m long SOA with a flared waveguide geometry (3-12 $\mu$m) is then used to further boost the optical power before the input signal enters a quantum well (QW)-PIN photodetector [7]. The photocurrent from the receiver is routed over a short 35 $\mu$m long metal interconnect to a 400 $\mu$m long EAM that shares an optical waveguide with the SGDBR laser and shares a circuit node with an external bias tee and a 50 $\Omega$ load resistor. As the photocurrent drops across the load resistor, the EAM potential is changed, resulting in a modulation of its transmission characteristics. Since the EAM shares an optical waveguide with SGDBR laser, when the transmission characteristics are modified, the photocurrent signal from the QW-PIN is transcribed onto the output of the tunable laser operating at $\lambda_{out}$, completing the wavelength conversion process. The DC voltage for both QW-PIN and EAM is applied through the external bias tee. The integrated receiver, including the quantum efficiency of the QW-PIN photodetector, has a gain of between 20 and 21 dB with an applied current density of 6 kA/cm$^2$. The terminated S$_{21}$ optical to optical bandwidth of the device is 7 GHz.

Extinction ratio regeneration in the PD-WC can be understood by examining a small signal equivalent circuit diagram of the active components in the wavelength switching process ([1(b)]. The components consist of a current source, representing the photocurrent in the receiver, two capacitors representing the QW-PIN and EAM, an inductor and capacitor for the external bias tee, and a load resistor. For an input signal that has a degraded extinction ratio, the inductive nature of the bias tee routes very low frequency components (DC offsets) through the inductor to the DC voltage source. Assuming an ideal source, the low frequency components are compensated by additional current, allowing the voltage at the QW-PIN/EAM circuit node to remain fixed. Since the voltage at this node is used to set the off state of the transmitter EAM (and hence the PD-WC), the off state at the output of the PD-WC can be set independently of the DC level at the input. For higher frequency components, the majority of the photocurrent generated in the receiver is routed to the load resistor, where it creates a voltage swing across the capacitor associated with the EAM. As long as the combination of the off state set by the voltage source and the high frequency voltage swing over the EAM is sufficient to generate an output extinction that is larger than that of the input, the PD-WC can provide signal regeneration.

For regeneration at data rates beyond the RC limited bandwidth of the device (7 GHz), the frequency dependent impedance of the PD-WC becomes important. At these high bit rates, although the optical power generated by the integrated receiver SOAs does not change, a reduction in the voltage drop over the EAM occurs due to the lowering of the effective impedance associated with the equivalent circuit shown in Fig. 1(b). The reduction in drive voltage lowers the output extinction of the wavelength converted signals, reducing the ability of the device to perform re-conditioning. As such, scaling the bandwidth and efficiency of the integrated photodetector and modulator is a key improvement in next generation designs of the PD-WC.

3. Regeneration experiments

Device re-amplification and extinction ratio regeneration characteristics were examined by degrading the input signal power and ER to the wavelength converter and measuring the resulting converted signal power and ER. The experimental set-up is identical to that found in [6]. Bit error rate (BER) measurements were performed for both degraded input signals and regenerated, wavelength converted signals. The BER experiments used a non-return to zero (NRZ) signal at 2.5 Gb/s with a $2^{31}-1$ pseudo random bit stream (PRBS). Input signal optical signal to noise ratios (OSNR) were greater than 20 dB in all experiments. Receiver
SOAs were biased at 6 kA/cm², and SGDBR gain and SOA post amp were biased at 130 mA and 100 mA respectively.

For regeneration and re-amplification it is desirable to obtain the highest possible extinction ratio and the largest possible conversion gain from the PD-WC for a given input signal. To select the optimal input conditions to the device, an experiment was performed where an optical signal at 1548 nm with 10 dB extinction was fed to the PD-WC receiver at various power levels. The converted extinction out of the wavelength converter operating at 1550 nm was measured on an oscilloscope and the facet to facet gain from the device was calculated based on the fiber coupled input and output power, assuming 4.2 dB coupling loss. In these experiments, the QW-PIN/EAM circuit node was biased at -2.0 V. Results of the conversion gain and the output extinction from the PD-WC are shown in Fig. 2 and show that as the receiver power increases, the extinction from the device increases while the facet to facet gain decreases. To optimize the trade off between these two quantities the product of the extinction ratio and gain was measured and is shown in Fig. 3. The optimal input power level is indicated.

SOAs were biased at 6 kA/cm², and SGDBR gain and SOA post amp were biased at 130 mA and 100 mA respectively.

For regeneration and re-amplification it is desirable to obtain the highest possible extinction ratio and the largest possible conversion gain from the PD-WC for a given input signal. To select the optimal input conditions to the device, an experiment was performed where an optical signal at 1548 nm with 10 dB extinction was fed to the PD-WC receiver at various power levels. The converted extinction out of the wavelength converter operating at 1550 nm was measured on an oscilloscope and the facet to facet gain from the device was calculated based on the fiber coupled input and output power, assuming 4.2 dB coupling loss. In these experiments the QW-PIN/EAM circuit node was biased at -2.0 V. Results of the conversion gain and the output extinction from the PD-WC are shown in Fig. 2 and show that as the receiver power increases, the extinction from the device increases while the facet to facet gain decreases. To optimize the trade off between these two quantities the product of the extinction ratio and gain was measured and is shown in Fig. 3. The optimal input power level is indicated.
conversion gain and output extinction ratio as a function of input power is shown in Fig. 3. From this figure, the input power that maximizes both gain and extinction simultaneously is approximately 0.19 mW (-7.2 dBm).

With the optimized input power level of -7.2 dBm, the regeneration properties of the PD-WC were further characterized using input signals at 1548 nm with extinction ratios of 4 dB and 10 dB. The output extinction ratio as a function of applied bias for these two input conditions is shown in Fig. 4. For wavelength conversion from 1548 nm to 1545 nm the PD-WC can regenerate the 4 dB extinction input signal to greater than 12 dB. Embedded eye diagrams for back to back (bb) conditions and wavelength converted signals with extinction ratios of 7 dB, 9 dB, 11 dB, and 12.7 dB are also included in the figure. The back to back eye diagrams were taken directly out of the transmitter used as an input to the wavelength converter for each input case. For broadband wavelength conversion and regeneration, the output extinction ratio generated by the PD-WC with the 4 dB ER input case is shown in Fig. 5. For output operating wavelengths that range from 1533 to 1553 nm, the converted extinction ratio from the wavelength converter can be regenerated to 11 dB depending on the applied bias to the device.

BER measurements were performed for signal regeneration and wavelength conversion from 1548 nm to a variety of output wavelengths using the 4-dB ER input signal. For conversion from 1548 nm to 1545 nm with applied reverse biases of 1.4V, 1.6V, 1.8V, and 2.1 V, results of the BER as a function of receiver power are shown in Fig. 6. As the reverse bias is increased, the wavelength converted signal ER improves as shown in Fig. 4, leading to improved receiver sensitivity and negative power penalties. At a bias of 2.1 V the converted signal extinction ratio improvement from 4 to 12.7 dB leads to a negative 3.5 dB power penalty.

For broadband wavelength conversion and regeneration, BER measurements were performed where the reverse bias applied to the PD-WC was selected based on data in Fig. 5 to achieve an 11 dB converted ER for each output operating wavelength. For output wavelengths of 1533 nm, 1545 nm, and 1553 nm, the applied bias conditions to achieve this extinction were 1.4V, 1.7V and 2.3V respectively. Results of the BER experiments are shown in Fig. 7. For all output operating wavelengths, the 4-dB extinction ratio can be regenerated to 11 dB which leads to improved receiver sensitivity and negative 3-dB power penalty.
Broadband re-amplification characteristics of the PD-WC as a function of applied reverse bias are shown in Fig. 8 using the 4 dB ER input signal. The conversion gain is shown as facet to facet gain where the input and output fiber coupling losses (4.2 dB) have been removed. For output wavelengths ranging from 1533 nm to 1553 nm, the PD-WC conversion gain varies from 2 dB to 15 dB depending on the applied bias conditions. For a fixed output wavelength of 1545 nm, the conversion gain for the applied bias levels used to generate the data in Fig. 6 were 10 dB, 8.7 dB, 7.8 dB, and 5.5 dB. Eye diagrams from the PD-WC at each of these reverse biases have been included. For the conditions indicated to achieve an 11 dB output ER over a range of output wavelengths of 1533 nm, 1545 nm and 1553 nm, the conversion gain is 5 dB, 7.7 dB, and 7.6 dB.

4. Conclusion and future work

Signal regeneration in combination with broadband wavelength switching using a monolithically integrated photocurrent driven wavelength converter. Signal regeneration is performed through extinction ratio regeneration and signal reamplification. Using a degraded input signal with a 4 dB ER at a wavelength of 1548 nm, conversion to output wavelengths of 1533 nm, 1545 nm, and 1553 nm shows a regenerated extinction of 11 dB, and conversion gain of 5 dB, 7.7 dB, and 7.6 dB. BER measurements for conversion to each of these wavelengths with an output ER of 11 dB shows a negative 3 dB power penalty. Future improvements in the device include scaling both the bandwidth and efficiency of the integrated photodetector and modulator for regeneration at higher bit rates.
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Broadband return-to-zero wavelength conversion and signal regeneration using a monolithically integrated, photocurrent-driven wavelength converter


Broadband wavelength switching and signal regeneration experiments with 10 Gbit/s return-to-zero signals using a photocurrent-driven wavelength converter (PD-WC) are presented. For wavelength switching using an ideal input signal to the PD-WC, the device generates up to +3.7 dB facet to facet gain and shows <1 dB power penalty in bit error rate measurements. For wavelength switching with a degraded input signal, the PD-WC shows extinction ratio regeneration from 5 to >11 dB, jitter reduction from 35 to 17 ps, significant eyeshape regeneration, and a ~2.8 dB power penalty.

Introduction: Dynamic wavelength switching and signal regeneration are critical functions to enhance the performance of next generation networks. Of particular importance is a monolithically integrated device that can perform these functions, including signal reamplification, reshaping, retiming (3R) and wavelength conversion with a small form factor. Such a device has the potential for low packaging costs and low coupling losses between discrete components.

Several approaches have been explored for simultaneous wavelength switching and signal regeneration. These include interferometric optical amplifiers, nonlinear fibres, and a variety of electroabsorption modulator (EAM) approaches [1–3]. However, these approaches generally have high loss between components, high power dissipation, or need optical filtering to separate input and regenerated signals. Recently we have demonstrated a small form factor monolithically integrated PD-WC [4]. The high degree of integration allows for low coupling losses, and the separation of input and output signals enables full wavelength transparency without output signal filtering. In this Letter, we present optical wavelength switching and 3R regeneration using the PD-WC. The device employs a tandem modulator clock recovery technique [5] to regenerate the degraded optical signals.
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Fig. 1 SEM image of monolithically integrated (3.0 x 0.5 mm) PD-WC, and functional schematic, eye diagrams at various locations in wavelength converter, and clock recovery apparatus used for signal regeneration

**a** SEM image

**b** Functional schematic, eye diagrams, clock recovery apparatus

The PD-WC consists of an optically preamplified receiver and a widely tunable transmitter fabricated in a parallel waveguide arrangement as shown in Fig. 1a. The receiver contains two SOAs followed by a quantum well (QW)-PIN photodetector and provides 20 dB gain for transverse electric (TE) polarised input signals. The compressively strained quantum wells used for gain throughout the device make it polarisation sensitive, with preference for TE polarised signals. The transmitter consists of a sampled grating DBR (SGDBR) laser, an SOA post-amplifier, a 400 µm-long EAM (EAM-1), and an additional 200 µm-long EAM (EAM-2). EAM-1 and the QW-PIN share a common reverse bias applied through a bias tee and a ground-signal probe. An external 50 Ω load resistor is used on the RF side of the bias tee for bandwidth. A 35 µm-long Ti/Pt/Au metal trace connects the QW-PIN photodetector and EAM-1.

For wavelength switching, photocurrent from the receiver is routed over the metal interconnect and used to change the voltage across EAM-1 via the load resistor. The voltage change modulates the transmission characteristics of this EAM which inscribes the input signal onto the output wavelength of the SGDBR. The DC bias applied to EAM-1 and the RF swing from the QW-PIN set the zero level and the gate opening (EAM-1) at the output from the tunable transmitter. For signal reshaping and retiming, the device uses a second EAM (EAM-2) that spatially follows EAM-1 on the transmitter waveguide. The generated photocurrent used to drive EAM-1 is used to trigger an external clock recovery circuit. The clock source is then electrically amplified and fed back to EAM-2 which acts as a pulse carver, gating the shape of the optical signal from EAM-1. Variable delay elements are used to phase match the recovered clock to the data. A functional schematic of the wavelength conversion and clock recovery along with eye diagrams at various points in the device are shown in Fig. 1b.

**Fig. 2 Experimental setup for regeneration and wavelength switching experiments using PD-WC**

NRZ data converted to RZ data using carving Mach-Zehnder modulator over-driven by clock source from BERT. Frequency modulation introduced onto carving modulator using swept frequency source

**Experiment:** Wavelength switching and signal regeneration were performed using the experimental setup shown in Fig. 2. A non-return-to-zero (NRZ) 2^31–1 word length pseudorandom bit stream (PRBS) at 10 Gbit/s was generated from a bit error rate tester (BERT) at 1548 nm. To form the RZ data, the NRZ signal is gated using an external carving Mach-Zehnder modulator that is over-driven by the NRZ clock source from the BERT such that it switches off-to-on-state in a single bit period. The RZ optical data signal is then amplified with an EDFA and filtered with a 0.35 nm filter before being coupled to the device using a lensed fibre. After regeneration and wavelength conversion, the output from the device is coupled to another lensed fibre and routed to an optical receiver before either being fed back to the BERT, or to a digital component analyser (DCA). Measurements of the wavelength converted eye diagrams and the converted optical power, ER, and jitter were performed using the DCA. Jitter was added to the input optical signal fed to the PD-WC by introducing a 10 MHz sinusoidal frequency modulation onto the electrical signal driving the carving modulator.

**Results:** Measurements of the frequency response of the wavelength converting portion of the regenerator (QW-PIN and EAM-1) with a 50 Ω termination showed an optical to optical 3 dB bandwidth of between 6 to 7 GHz. The slightly hand-limited characteristics are attractive since the converted pulse becomes spread out in time before entering the carver. This allows more margin for the gating function of EAM-2 to carve out the inside of the converted signal.

For wavelength switching, a 15 dB ER input signal at 1548 nm with ~7 dBm fibre coupled on-chip power was fed to the PD-WC. The receiver amplifiers were biased to 6 kA/cm², the transmitter SGDBR gain was biased to 130 mA and the transmitter post-amplifier was biased to 100 mA. The applied bias on EAM-1 and the QW-PIN photodetector was −2.0, −2.6 and −3.0 V for output wavelengths of 1541, 1553 and 1563 nm, respectively. The bias on the carving EAM...
was $-1.5$ V. The amplified clock signal fed back to the carving EAM was 3 Vpp, and was measured after the bias tee before entering the device. For switching from 1548 to 1541, 1553 and 1563 nm, BER measurements are shown in Fig. 3 and show a 1 dB power penalty for converted signals. The converted extinction ratios were 11.3, 11.2 and 11.4 dB, and output power levels were $-8.2$, $-8$ and $-7.5$ dBm for each of the indicated output wavelengths. After measuring and accounting for the 4.2 dB fibre coupling loss, the facet to facet gain of the device at each of these wavelengths is $+3$, $+3.2$ and $+3.7$ dB.

To demonstrate ER regeneration and eye diagram reshaping, the input to the PD-WC was degraded by rotating the polariser before the carving Mach-Zehnder modulator in Fig. 2. An eye diagram of the degraded input signal at 1548 nm is shown in Fig. 3. The degraded input signal ER was 5 dB, the optical signal-to-noise ratio was 25 dB, and the on-chip input power to the receiver was $-7$ dBm. Bias conditions in the PD-WC were identical to that used for wavelength switching experiments with an output of 1541 nm. After wavelength conversion to 1545 nm and signal regeneration, the output signal extinction was improved to 11 dB, the fibre coupled output power was $-9$ dBm, and the output OSNR was 45 dB. BER measurements were performed and we observe a $-2.8$ dB power penalty between the BER curves for the degraded and regenerated signals.

Jitter reduction experiments were performed by examining input and converted waveforms after adding various amounts of 10 MHz sinusoidal frequency modulation onto the MZ-pulse carving modulator in Fig. 2. Input and output wavelengths were 1548 and 1541 nm, respectively. Converted eye diagrams and measurements of the peak-to-peak jitter are summarised in Fig. 4. Bias conditions on the PD-WC are identical to that used for conversion to 1541 nm, except that the wavelength converter (EAM-1 and QW-PIN) bias is set to $-2.3$ V. For input peak-to-peak jitter of 35, 25 and 15 ps, conversion through the device reduced the jitter to 17, 13 and 8 ps, respectively.

![Fig. 3 BER measurements at 10 Gbit/s for wavelength switching using ideal input signal and signal regeneration with degraded input](image)

Receiver amplifier biased to 6 kA, transmitter laser gain and post-amp SOA biased to 130 and 100 mA, respectively, in all experiments

![Fig. 4 Wavelength switched input and output eye diagrams with added jitter at input of device](image)

Jitter added as a 10 MHz frequency modulation onto Mach-Zehnder pulse carving modulator outlined in Fig. 2

**Conclusion:** We have demonstrated a monolithically integrated wavelength converter capable of broadband wavelength switching, facet to facet regenamplification, signal reshaping, and signal retiming. For wavelength switching using ideal input signals, the PD-WC provides signal regenamplification up to $+3.7$ dB. For degraded input signals, the PD-WC shows reshaping of the converted signal eye diagrams and extinction ratio improvements from 5 to $>11$ dB. Jitter measurements show jitter reduction from 35 to 18, 25 to 13 and 15 to 8 ps for wavelength switching through the device with added 10 MHz frequency modulation onto the input. BER measurements show $-2.8$ dB power penalty for degraded waveform signals after regeneration through the PD-WC.
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II. Photonic IC Wavelength Converters

B. “All-Optical” Wavelength-Converters and Buffers @ 40Gb/s
Performance Optimization of an InP-Based Widely Tunable All-Optical Wavelength Converter Operating at 40 Gb/s

Vikrant Lal, Student Member, IEEE, Milan L. Mašanović, Member, IEEE, Joseph A. Summers, Student Member, IEEE, Larry A. Coldren, Fellow, IEEE, and Daniel J. Blumenthal, Fellow, IEEE

Abstract—We report on the design and performance optimization of a quantum-well active region-based semiconductor optical amplifier Mach–Zehnder interferometer wavelength converter monolithically integrated with a widely tunable sampled-grating distributed Bragg reflector laser, operating differentially at 40 Gb/s. The device is fabricated using an offset quantum-well platform, requiring a single regrowth. We show error-free operation, with a less than 3-dB power penalty at the optimal differential delay, and open eyes across a 25-nm output tuning range.

Index Terms—Mach–Zehnder interferometer (MZI), photonic integrated circuit, semiconductor optical amplifier (SOA), wavelength conversion, wavelength-division multiplexing.

I. INTRODUCTION

ULTRAHIGH capacity optical data routing systems are expected to form the backbone of future networks. The realization of such systems though, depends on significant reductions in power, footprint, and cost requirements. One key function in such systems will be all-optical wavelength conversion, due to the potential advantages it can offer such as increased connection flexibility, network capacity, ease of network management, and potential reduction in optical buffering requirements [1].

Monolithic integration of high-speed all-optical wavelength converters is a very important step toward meeting the cost requirements. Semiconductor optical amplifier (SOA)-Mach–Zehnder interferometer (SOA-MZI)-based integrated wavelength converters are a good candidate for systems operating at 40 Gb/s due to the ultrafast carrier-depletion-induced refractive index changes in an SOA. The maximum speed of the SOA-MZI converters is limited primarily by the carrier recovery lifetime in the SOAs. An attractive approach that has been previously demonstrated to overcome the SOA carrier recovery limitation, and is used in this letter, is a differential scheme in which the fast carrier-depletion in one arm is used to switch the MZI on, while the same fast carrier-depletion is used, after a suitable delay, in the other arm to turn it back off [2]–[5]. An optimized delay is crucial for the chip performance, and a detailed study on its influence of the converter performance, to the best of our knowledge, has not been published before.

In this letter, for our delay study, we used a differential 40-Gb/s widely tunable all-optical wavelength converter (TAO-WC) with on-board widely tunable sampled-grating distributed Bragg reflector (SG-DBR) laser fabricated in the offset quantum-well (OQW) platform [6]. The device schematic is shown in Fig. 1, along with a microscope image of the fabricated device. The dimensions of the fabricated device are 0.5 × 4.8 mm². The OQW integration platform offers a robust and simple high yield approach for high density integration of active–passive components on chip. The on-chip tunable laser source greatly simplifies the operation of the device and allows us to select the desired output wavelength from the converter in a fast and power efficient manner. We have previously demonstrated the operation of wavelength converters in the OQW platform operating at 10-Gb/s nonreturn-to-zero (NRZ) [6], [7]. The OQW platform offers an excellent approach for fabricating complex quantum-well-based low-power consumption photonic integrated circuits. One potential limitation of this platform is the low confinement factor that results due to the position of the quantum wells on top and not in the center of the waveguide [7].

For 40-Gb/s operation reported in this letter, the devices are redesigned to have shorter preamplifier SOAs (600 μm long) to reduce saturation and pattern-dependent effects while still providing adequate gain for the input signal. Also, for use in an external differential-delay-based configuration, two input waveguides are needed, which are then bent in opposite directions to allow easy coupling of two fibers to the input facet. We study the effect of the differential delay on the performance of the device and show that selection of the optimal delay is very important for this class of devices. The optimal delay value depends

Fig. 1. Schematic of the device design showing the different components and a microscope image of the fabricated device.
on the input pulsewidth and needs to be determined before the delay can be integrated on-chip.

We also demonstrate that error-free operation can be achieved at 40-Gb/s return-to-zero (RZ) with a less than 3-dB power penalty at the optimal delay value. The devices show clearly open eyes across an output wavelength tuning range of 25 nm, which is limited by the available erbium-doped fiber amplifier (EDFA) gain bandwidth in the receiver.

II. DEVICE DESIGN AND OPERATION

The device consists of a widely tunable SG-DBR laser monolithically integrated with an SOA-MZI [7]. The on-chip tunable laser source greatly increases the functionality and efficiency of the device and simplifies the operation by providing a stable continuous-wave (CW) signal, and maintaining a fixed CW polarization state. Fig. 2 shows overlaid spectra from the SG-DBR laser at a few representative wavelengths. The laser itself can be continuously tuned over this entire range. The SOA-MZI has 1-mm-long SOAs in each branch. The SOA dimensions were chosen based on our previous experiments [7] to get a large phase swing in the MZI and fast SOA operation.

We characterize the effect of varying the differential delay on the performance of the device, and find that selection of a large enough delay is critical to the performance of the device. The optimal delay value is determined primarily by the input pulsewidth and needs to be optimized before the delay can be integrated on-chip. Fig. 3 shows the experimental setup for 40-Gb/s wavelength conversion using an external differential arm. The input signal is obtained by first modulating a CW source with 40-Gb/s NRZ data, generated using an SHF 40-GHz bit-error-rate tester (BERT). This signal is then converted to RZ format using a pulse carver to shape the pulses. The measurements in this letter are performed using pseudorandom binary sequence (PRBS) $2^{23} - 1$ data. The resulting signal in our setup has a pulsewidth of 11 ps. The input signal is split into two paths, which are delayed with respect to each other; this delay can be controlled in order to control the output pulsewidth from the TAO-WC. The two versions of the input data are amplified using EDFAs and filtered using 2-nm filters to remove ASE and then coupled into the device by using two lensed fibers mounted on piezo-controlled translation stages, to couple to the two input arms of the MZI. The typical coupling loss for our setup is 4 dB. The input signal is amplified by using SOAs to get the desired signal power into the SOA-MZI. These preamplifier SOAs are among the critical components in these devices. The slow gain recovery in the preamplifiers leads to pattern dependence that can severely hamper the device performance. It is, therefore, very important to minimize the pattern dependence introduced by the preamplifier SOAs. Our current device design has 600-μm-long preamplifiers; the length was chosen to minimize patterning due to saturation effects, while still getting sufficient output power to drive the MZI. Further optimization of the preamplifier design for integrated high-speed tunable wavelength converters is a current topic of our research. The operating point of the wavelength converter is optimized by selecting the relative delay and gain of the arms. With proper selection of the relative gain and delay between the arms to balance the phase change, we use the fast carrier depletion process to turn the MZI on and off [3]. The output signal of the device is filtered using a 1.2-nm-wide filter to remove the input signal wavelength and then sent through a preamplified receiver, as shown in Fig. 3, to a 50-GHz photodetector. The BER measurements are performed using an SHF 40-GHz BERT.

III. DEVICE PERFORMANCE

The delay between the pulses greatly influences the performance of the wavelength converter. Enough delay is needed to allow the MZI to achieve enough differential phase swing in the switching window. If the delay is too small, then the phase swing in the switching window is low and the output signal power is reduced, leading to excessive power penalty. It is expected that to allow for maximum phase swing, the differential delay should be similar to the input pulsewidth. A longer delay will not cause a larger eye-opening but will increase the output pulsewidth, and hence power, also leading to an increased penalty. The differential delay was varied from 6.67 to 13.33 ps, and BER measurements were performed. Fig. 4(a) shows the BER curves obtained at different delay values. We see that as the delay is reduced below 10 ps, the BER curve tends to move away from the back-to-back. This can also be seen in Fig. 4(b), which shows the power penalty obtained at different differential delay. It can be seen that a delay of around 12 ps is optimal. As expected, the required differential delay correlates very well with our input pulsewidth of around 11 ps. A greater delay does

---

**Fig. 2.** Output tuning spectrum showing a few representative output wavelengths.

**Fig. 3.** A 40-Gb/s wavelength conversion experimental setup.
not cause any degradation, but as we move toward integrating the delay on-chip, we need to select the smallest possible delay to minimize the chip area and passive loss.

We also measured the performance of the device for different output wavelengths at 40-Gb/s data rates. The input power level required for our device was around 5 dBm in each input fiber and the output power was around 10 dBm in the output fiber. The OSNR of the output signal for a 1-nm optical bandwidth was 29 dB. The preamplifier SOAs were biased at around 80 mA to reduce the pattern effects and the MZI-SOAs were biased at 300 mA. We were able to operate the device from 1540 to 1565 nm, and obtain clear open eyes with an extinction ratio greater than 9 dB. Fig. 5 shows the output eye diagrams for a set of output wavelengths. The input wavelength was fixed at 1550 nm. The EDFAs and thin film filters in our device testing setup limited us to wavelengths below 1565 nm, even though the device itself can tune to wavelengths longer than 1565 nm.

IV. CONCLUSION

In this letter, we demonstrated the 40-Gb/s operation of a monolithically integrated widely TAO-WC realized in an OQW platform. We characterized the effect of the differential delay and showed a power penalty, at BER = 9 error rate, of less than 3 dB at the optimal delay. Error-free wavelength conversion was performed at 40-Gb/s RZ with an output extinction ratio > 9 dB across a 25-nm output tuning.

The OQW platform allowed robust integration of active–passive components on-chip. This demonstration of high-speed wavelength conversion using OQW active-region-based devices and the characterization of the effect of the differential delay opens the way toward realizing more complex devices, both in terms of the integration process, and function. The next generation of these devices is currently being fabricated with the optimal delay integrated on-chip to realize a monolithic implementation.
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Demonstration of 40 Gbit/s optical packet synchronisation using fibre Bragg gratings and fast-tunable wavelength converters


A method of all-optical synchronisation is proposed and demonstrated at 40 Gbit/s. Based on pre-programmable fibre Bragg grating array and fast-switched widely-tunable wavelength converters, negligible power penalty is achieved up to 1 μs delay as well as 100 layer 2 throughput.

Introduction: All-optical packet switching networks [1] are becoming the solution of fast-growing telecommunication with the advantages of scalability and efficiency by reducing O/E/O conversion and higher available data rate beyond current electronic routing technologies. To ease the design of the key component, the optical packet switch, the incoming packets need to be aligned to a common time reference to eliminate the delay variations introduced by factors such as different routes in networks, fibre chromatic dispersion and thermal expansion in the links. The start of the arriving packet can be determined by a packet delineation function beforehand. Once the thermal expansion in the links. The start of the arriving packet can be determined by a packet delineation function before-hand. Once the packet delineation has been carried out, the synchroniser can be configured by an electronic signal corresponding to the time difference between the arriving packet and the reference clock. In this Letter, a method of optical packet synchronisation based on fibre Bragg gratings (FBGs) combined with tunable wavelength converters (TWCs) [2–4] is proposed and demonstrated.

The configuration is shown in Fig. 1. A series of FBGs with different centre wavelengths are deployed along the fibre to form a wavelength-dependent delay line. The header part of the incoming packet is removed before the optical synchroniser. During synchronisation the payload is converted by a rapidly-tunable WC to one of the FBG centre wavelengths according to the required delay value. The outgoing delayed payload is then forwarded to the next switching stage where it is converted to a desired wavelength by the second TWC. Here we use an InP-based Mach-Zehnder interferometric wavelength converter monolithically integrated with a fast tunable SGDBR as characterised in [4, 5]. It has an output switching window of 6 ps, extinction ratio >9 dB, less than 4 dB power penalty at 10^-9 BER and low pattern dependence across a 25 nm tuning range operating at 40 Gbit/s using RZ signals, which demonstrate its feasibility for this application.

The proposed method benefits from low insertion loss and a long available maximum delay up to several microsecondsl because of the nature of optical fibre. It furthermore decreases the required number of spools for different delay values to potentially one. Also with the fast-switching widely-tunable wavelength converter, rapidly selectable [6] discrete delay values and a large number of channels are attainable. For the 200 GHz channel spacing used in this work, more than 20 channels in the C-band and more than 60 channels in C+L-band are achievable depending on the tuning range of the wavelength converter. Moreover by using interleavers, or 100 GHz channel spacing, the number of channels can be doubled. Note that it is not necessary that the channels are on the ITU grid since they are internal channels.

Experiments: For initial demonstration of functional feasibility at 40 Gbit/s, a configuration of four FBGs with 100 GHz reflection bandwidth and 200 GHz channel spacing serially connected to a three-port circulator was established. The fibre lengths between adjacent FBGs were designed with an exponential increment. Dispersion compensation fibre (DCF) of 345 m is added before FBG4 to compensate the non-negligible fibre dispersion. The delay of each FBG channel and its centre wavelength is listed in Table 1. Preliminary characterisation has also been reported in [7].

The insertion loss can ultimately be reduced to the fibre transmission loss (~<0.2 dB/km) and the FBG reflectivity; with current bandwidth and channel spacing the crosstalk is below ~25 dB which gives negligible passband loss. It enables realisation of large numbers of different delay values and thus resolution. The raised-cosine FBG weighting function provides a Gaussian-like reflected pulse with no apparent sidelobes in the time domain. The pulse spreading is measured to be less than 4 ps for the four channels. It is shown that the broadening effect in the first three FBGs is dominated by the filtering effect while in the case of FBG4 with long fibre it is dominated by the fibre dispersion due to non-perfect compensation. For a 6 ps pulse generated by the TWC, the delayed pulse was demonstrated to remain well within the 40 Gbit/s bit slot.

Bit error rate and layer 2 results: The bit error rate for the PRBS 40 Gbit/s RZ operation is measured with an SHF 50 Gbit/s BER. Four sets of curves corresponding to four FBG channels and their back-to-back signals are shown in Fig. 2. Negligible power penalty is measured for the first three channels with a fibre distance up to 100 m (round trip 200 m). No obvious signal degradation is observed for FBG1, 2 and 3. However for FBG4 with longer fibre length a power penalty of less than 2 dB is measured. It is believed that this penalty can be eliminated if more careful dispersion management is used.

Fig. 1 Schematic structure of optical packet synchroniser

Fig. 2 Bit error rate measurement for four FBGs

Back-to-back signals (dashed lines) and FBG signals (solid lines) shown Inset: Eye diagram for back-to-back signal at 1553.55 nm

To further understand the packet level recovery behaviour, a layer 2 measurement, which was defined in [8], is presented. The layer 2 measurement here is defined as capturing the payload stream and calculating how many payloads are captured. The received optical payload stream was stored in the BER internal RAM, and then transferred to a personal computer for analysing by software. By calculating how many payloads are correctly captured, the payload recovery curves can be generated. The payload stream with 8 ns payload length and 100 ns guard band is uniquely identified by a 64-bit field as used in [8]. As shown in Fig. 3, 100% payload recovery
is possible for all four channels with proper optical power. It is noticeable that about 3 dB negative penalty at 90% recovery rate was measured. One possible cause of negative penalty is the spectral filtering effect for the reflection band of the FBGs. By looking at the BER curves in Fig. 2, owing to the slope difference between the back-to-back and FBG signal, it has a crossover at high bit error rate values for each channel as can be seen by extrapolating the curves. Also, according to previous experience it is inferred that the noise statistic has been changed for high error-rate range, thus different error-rate behaviour.

**Conclusion:** An optical packet synchroniser with a large number of rapidly selectable discrete delay values, low insertion loss and long available maximum delay is established by the proposed method of using FBG array and fast-tunable wavelength converters. 40 Gbit/s RZ negligible power penalty up to 1 μs and <2 dB power penalty for more than 10 μs was obtained. Also, layer 2 packet recovery measurements show that 100% payload recovery is possible.
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A. GaAs-based Vertical-Cavity Lasers and Technology
Accurate carbon doping system for low-voltage and low-loss VCSELs

ECE and materials departments, University of California, Santa Barbara

As the performance of microprocessors keeps increasing, new interconnect architecture with higher bandwidth capacity will be required. Optical interconnects can meet this demand and vertical cavity surface emitting lasers (VCSEL) are ideal for optical interconnects because they have small footprint, can be easily made into arrays, and have higher bandwidth at lower power. However, existing VCSELs do not have the efficiency and necessary bandwidth when formed with small dimensions. The drive voltages need to be reduced without adding undue optical losses. Here we report a new wide-range carbon doping system that incorporates a temperature-controlled CBr$_4$ source, a variable leak valve to control the doping level, and run/vent valve switches. Low voltage, small diameter 980 nm VCSELs have been grown by molecular beam epitaxy using the improved carbon doping system. The VCSELs have three InGaAs/GaAs quantum wells and a tapered oxide aperture in the cavity. The top mirror is a 30 period carbon-doped distributed Bragg reflector (DBR) and the bottom mirror consists of a 4 period section silicon-doped DBR on top of a 3/4 wavelength n-contact layer, followed by 14 periods of undoped DBR. Because carriers have to propagate through the DBRs, these AlGaAs/GaAs interfaces have to be bandgap-engineered with special grading and doping schemes to eliminate the hetero-barriers, especially for the p-type DBRs because of the low mobility of holes. This imposes stringent requirements on the accuracy of doping in the $10^{17}$–$10^{18}$ cm$^{-3}$ range typically used in p DBRs. On the other hand, very high doping in the $10^{20}$ cm$^{-3}$ range is needed for the contact layer. The temperature of CBr$_4$ in our system is controlled by a custom-designed system using thermoelectric coolers (TEC). When the p-DBRs were grown, the CBr$_4$ temperature was kept at -25 °C for better control of the doping levels. The p-contact layer was then grown at -10 °C to reach $10^{20}$ cm$^{-3}$ doping. With this TEC controlled approach, accurate doping and wide doping ranges can be realized simultaneously. The VCSELs grown with this carbon doping system have very low threshold voltage of 1.55 V, only 300 mV above the lower limit defined by the quasi-Fermi level separation. These devices show constant differential efficiencies of 75 % from 10 µm to 1 µm aperture diameter devices, which indicates tapered oxide aperture can effectively eliminate the optical diffraction loss [1]. With low voltage, hence low electrical dissipation, and high differential efficiency, wall-plug efficiencies are maximized. The wall-plug efficiency for 1 µm diameter devices is 33 % and maximum 40 % is achieved in 3.5 µm devices. The highest bandwidth achieved is 16 GHz for 2.5 µm aperture devices.

Quantum Dot Spontaneous Emission Lifetime Modification in Optical Microcavities using Oxide Apertured Micropillars

University of California, Santa Barbara, CA 93106.

ABSTRACT

An oxide aperture is used to confine optical modes in a micropillar structure. This method overcomes the limitations due to sidewall scattering loss typical in semiconductor etched micropillars. High cavity quality factors \(Q\) up to 48 000 are determined by external Fabry-Perot cavity scanning measurements, a significantly higher value than prior work in III-V etched micropillars. Measured \(Q\) values and estimated mode volumes correspond to a maximum Purcell factor figure of merit value of 72. A Purcell Factor of 2.5 is experimentally observed from a single quantum dot emitter coupled to a high \(Q\) cavity mode.

Keywords: Micropillars, Microcavities, Quantum Dots, Purcell Effect, Quantum Dot-Microcavity Coupling, Time Correlated Photon Counting.

1. INTRODUCTION

Optical microcavities combined with active emitters provide a great opportunity to study the light-matter interaction at a fundamental level. To produce a high quality microcavity it is necessary to confine light to precise resonance frequencies with little or no optical loss [1]. The measure of this optical confinement is referred to as the cavity quality factor \((Q)\). In order to increase the coupling between an emitter and mode in a cavity it is also important to reduce the effective optical mode volume \((V_{\text{eff}})\). When an optical emitter is both spatially and spectrally coupled to a high quality microcavity, the Purcell Effect is observed [2]. The Purcell Effect is experimentally observed through the modification of active emitter spontaneous emission lifetimes. In the weak coupling regime, the spontaneous emission lifetime of an emitter coupled to a microcavity is decreased by the Purcell Factor [2]. The Purcell Factor is proportional to the ratio of \(Q/V_{\text{eff}}\) and includes factors accounting for both spatial and spectral detuning of the emitter with respect to the cavity. Potential applications include solid state quantum electrodynamics (QED) experiments, modification of single emitter lifetimes, and single photon emitters and detectors for quantum cryptography [1, 2].

1.1 III-V Semiconductor Microcavity Architectures

Several solid-state microcavity architectures including microdisks [3, 4], photonic crystals [5, 6, 7], and micropillars [8, 9] have shown CQED effects in III-V micropillars using self-assembled quantum dots (QD’s) as active emitters. The Purcell Effect has been experimentally observed in each of these microcavity architectures. Microdisks have shown coupled QD lifetimes of 370 ps corresponding to a Purcell Factor of 3.5 [3]. Photonic crystals and micropillars have both shown QD lifetimes of 200 ps corresponding to a Purcell Factor of 5 [6, 8]. In addition all three architectures have exhibited the transition from the weak to strong coupling regime [4, 7, and 9].

Among these architectures, micropillars couple light normal to the semiconductor in a single lobed Gaussian pattern that is easily fiber coupled [10]. This high photon collection efficiency makes micropillars a better alternative for device applications. However, micropillars exhibit higher \(V_{\text{eff}}\) \((-5 (\lambda/n)^3)\) and lower \(Q\)’s \((-2000-10 000)\) when compared with photonic crystals [1, 9]. These \(V_{\text{eff}}\) can be reduced by decreasing pillar diameter, but scattering losses due to sidewall roughness have been shown to limit achievable \(Q\) values [1, 11].

1.2 Oxide Aperture Micropillars

An alternative approach using oxide apertured micropillars to reduce \(V_{\text{eff}}\) while maintaining high \(Q\) values has been previously shown [12]. Oxidized micropillars have been used for vertical cavity laser (VCL) applications to produce low threshold laser devices that are fabricated into inexpensive arrays for optical data networks [13]. By confining the
optical mode with a laterally oxidized aperture layer these structures simultaneously provide optical mode and electrical current confinement while eliminating the scattering loss due to sidewall roughness inherent to etched pillar structures.

This method has been applied to the field of QD-microcavity coupling with limited success due to very low $Q$’s (<1000) as well as high $V_{eff}$ (~35 ($\lambda/n$)$^3$) when compared with conventional micropillars [14, 15]. Oxidized micropillars have shown QD lifetimes of 900 ns corresponding to a Purcell factor of 2 [14]. If these values are improved, the advantages in ease of fabrication will make oxide apertured micropillars very attractive for coupled QD-microcavity device applications.

2. SAMPLE DESIGN AND FABRICATION

Micropillar samples investigated in this study were grown by molecular beam epitaxy on a semi-insulating GaAs (100) substrate with a 0.1 µm buffer layer. There are four independent sections in the structure: the bottom mirror, the active region, the aperture region, and the top mirror as shown schematically in Fig. 1(a). Mirrors consist of alternating one quarter optical thickness distributed Bragg reflector (DBR) layers of GaAs and Al$_{0.3}$Ga$_{0.7}$As. 32 pairs of Al$_{0.9}$Ga$_{0.1}$As/GaAs layers with thicknesses of 79.8/68.4 nm respectively form the bottom DBR mirror, while the top DBR mirror is made of 23 pairs. The active region is one optical wavelength in thickness, with two 135.4 nm layers of GaAs embedding a centered InGaAs/GaAs QD layer. QD’s self-assemble during epitaxy operating in the Sturanski-Krastanov growth mode. InGaAs islands are partially covered with GaAs and annealed before completely capping with GaAs. This procedure blue shifts the QD’s emission wavelengths toward the spectral region where Si-based detectors are more efficient [16]. The thickness of the aperture region is three quarters optical wavelength and consists of a pure AlAs layer sandwiched by Al$_{0.89}$Ga$_{0.11}$As and Al$_{0.75}$Ga$_{0.25}$As in order to produce the desired oxide aperture qualities. It is designed to give a change in effective index, $\Delta n_{eff} = 0.08$, between the fully oxidized and unoxidized regions of the micropillar in addition to a linear oxide taper with a length of 1.1 µm after an approximate 10 µm oxidation.

A scanning electron microscopy (SEM) image of a fabricated oxide apertured microcavity is shown in Fig. 1(b), while Fig. 1(c) shows a cross-sectional SEM image of an oxidized mesa calibration sample with mirror, active, and aperture regions corresponding to Fig. 1(a). Samples are fabricated by optical lithography and reactive ion etch (RIE) in Cl$_2$ plasma penetrating approximately 5 mirror periods into the bottom DBR. Micropillars are fabricated in large arrays with diameters varying from 21-25 µm. The wet lateral oxidation is performed at 430°C in order to oxidize the aperture region by converting AlAs into Al$_2$O$_3$.

Figure 1 (a) Schematic and layer structure for the oxide apertured micropillars in this study. (b) SEM image of a fully processed 21 µm micropillar. (c) SEM cross-section image of an oxidized mesa calibration showing actual layer structure depicted in (a). (d) The theoretical fundamental mode profile for the 21 µm micropillar modeled in this study with a Gaussian mode radius of 0.78 µm.
3. EXPERIMENTAL SETUP

Micro-photoluminescence (µ-PL) measurements are performed using a He-flow cryostat (4-300K). QD’s are excited non-resonantly by a continuous wave 780 nm laser diode focused to a spot size of 2.5 µm using a microscope objective with numerical aperture of 0.55. µ-PL emission is collected through the same objective and recorded with a 1.25 m spectrometer equipped with a charge-coupled device with 30 µeV spectral resolution at 900 nm.

A scanning Fabry-Perot cavity along with a single photon counting avalanche photodiode detector and an integrated counting unit are used to experimentally determine linewidths beyond the resolution of the spectrometer.

Lifetime traces of single QDs are taken by time-correlated photon counting (TCPC) using a Ti:Sa laser operated at 780 nm with a repetition rate of 82Mhz for excitation and a single photon counting avalanche diode for detection. Second order coherence functions are measured by passing the signal through two single photon counting avalanche photodiodes in a Hanbury-Brown and Twiss setup. Measuring the difference in arrival time between photons at each of the two detectors provides a measure of the second order correlation function [17].
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Table I. Simulation parameters, theoretical results, and experimental values are given for the fundamental mode of the 21 µm diameter micropillar in this study.

4. MODELING THE CAVITY

A two-dimensional model of the cavity has been developed based on the experimentally determined values for the oxide aperture taper length and core width from SEM images (Fig. 1) along with the one-dimensional reflectivity spectrum of the unprocessed sample. This produces a two-dimensional index profile determined by the effective index ($n_{eff}$) in the growth direction for the unoxidized and oxidized layer stack. The $\Delta n_{eff}$ between the unoxidized and oxidized regions is evaluated by replacing the AlAs and Al$_{0.89}$Ga$_{0.11}$As with Al$_{0.8}$O$_2$ ($n$=1.5). It has been demonstrated [18] that the linear oxide taper shown in Fig. 1(c) corresponds to a parabolic index grade over the length of the taper.
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We used this model to solve for the eigenmodes of the two-dimensional scalar wave equation using a finite difference technique with a non-uniform mesh [19]. The solution for the fundamental mode of a 21 µm pillar (with parameters given in Table 1) is shown in Fig. 1(d) and has a Gaussian mode radius of approximately 0.78 µm. Scattering and radiation losses are determined by propagating a scalar field around the unfolded cavity until the field no longer changes shape. This procedure is analogous to the classic work of Fox and Li [20].

Mirror, scattering, and radiation losses determine the empty or cold cavity linewidth of the apertured micropillar. Assuming that undoped AlGaAs regions have no internal optical loss at 4K, the only optical loss mechanisms in the cavity are due to mirror loss ($\alpha_m$), radiation loss ($\alpha_{rad}$), and aperture scattering losses ($\alpha_{scat}$) [19]. Furthermore, $\alpha_{rad}$ and $\alpha_{scat}$ are very small for the fundamental mode, 1.66e-3 and 1.66 cm$^{-1}$ respectively. This leaves photon escape through the top DBR mirror as the dominating loss mechanism in the cavity; here $\alpha_m$ is calculated as 13.86 cm$^{-1}$. Cold cavity ($Q_{cold}$) values are determined by these cavity losses according to 

$$\frac{\omega}{Q_{cold}} = \frac{1}{\tau_p} = v_g \Gamma g_{th} = v_g (\alpha_{scat} + \alpha_{rad} + \alpha_m)$$

[19]. Here $\tau_p$ is cavity lifetime, $v_g$ is group velocity, $\omega$ is frequency, $\Gamma$ is the confinement factor, and $g_{th}$ is the threshold material gain. The estimated $Q_{cold}$ for a 21 µm micropillar is 14 480. Other theoretical values for various parameters are given in Table 1 for a 21µm micropillar.

Figure 2 (a) Normalized optical mode spectra for 21-25 µm micropillars measured by µ-PL at 4 K are shown. Fundamental, first, and second order modes are labeled by numbers 0, 1, and 2 respectively. (b) Mode position in nm is shown as a function of pillar diameter for fundamental, first, and second order modes.

Figure 3 (a) Transmission through a Fabry-Perot cavity as a function of cavity length for a reference laser. Using the given free spectral range of the measurement cavity, the reference laser has $Q > 600 000$ giving a maximum measurable $Q$. (b) The Fabry-Perot measurement of the fundamental mode linewidth of a 21 µm micropillar cavity. The measured linewidth corresponds to $Q > 48 000$. This measurement was done at 50 µW pump power at 4 K.
5. EXPERIMENTAL MODE SPECTRA

Experimental mode spectra for 21-25µm diameter pillars are shown in Fig. 2(a). Mode orders 0, 1, and 2 are labeled in Fig. 2(a). The lifting of higher order mode degeneracy is due to asymmetry in the fabrication process. µ-PL data shows cavity modes with lower fundamental energies as well as increasing mode spacing as pillar diameter decreases. This effect is shown in Figure 2(b) for varying pillar diameters. In addition, intensity decreases are observed for higher order modes due to increased scattering losses, an intentional effect produced by the oxide aperture and the larger effective radii of multi-lobed higher order modes.

A Fabry-Perot scanning cavity is used to determine experimental $Q$ values. First a reference laser is used to calibrate the maximum measurable $Q$ for the Fabry-Perot cavity as 600 000, shown in Fig. 3(a). The fundamental cavity mode is then directed through a 1 nm bandpass filter into the detector for sample measurement. Experimental quality factor ($Q_{exp}$) is determined to be approximately 48 000 for a 21 µm pillar as shown in Fig. 3(b). This value is larger than the theoretical cold cavity value due to linewidth narrowing caused by modal gain from the QD active region. The gain in the QD active region ($g_{exp}$) is determined by the relationship between $Q_{cold}$ and $Q_{exp}$ values according to

$$\frac{\omega}{Q_{exp}} = \frac{\omega}{Q_{cold}} - v_g \Gamma g_{exp} \cdot [19].$$

Estimated gain values are shown in Table I.

$Q$ values show little change with increasing pump power and no laser threshold behavior is observed up to 50 µW pump power. This indicates that material gain in the QD layer saturates before the threshold condition is achieved. Estimated values show that $g_{exp}$ in the QD active region saturates at approximately 10.44 cm$^{-1}$, corresponding to approximately 2864 cm$^{-1}$ material gain from the active region. This is a reasonable value for the single QD layer in this cavity design [21].

![Figure 4](image1.png)

Figure 4. Optical spectra of device G7 taken at low pump powers of 600 nW at 4K. The spectra shows sharp resolution limited transition lines.

![Figure 5](image2.png)

Figure 5. Second order coherence as a function of delay time for device G7 showing pronounced photon antibunching. The zero delay time peak area is ~10 % with respect to the sidepeak areas. This is indicative of a single photon emitter.
6. EXPERIMENTAL OBSERVATION OF THE PURCELL EFFECT

The Purcell factor determines the figure of merit for a coupled QD-microcavity in the weak coupling regime. Using theoretical $V_{\text{eff}}$ and experimental $Q_{\text{exp}}$ values it is possible to estimate the maximum achievable $F_p$ according to

$$F_p = \frac{3 Q \left( \frac{\lambda}{n_{\text{eff}}} \right)^3}{4\pi^2 V_{\text{eff}}}$$

[22]. Experimentally observed values are decreased due to spectral and spatial detuning. Estimating the Purcell factor with experimental linewidths gives a maximum value of 72.

The experimental spectra for a QD coupled to a fundamental cavity mode for 21 µm oxidized micropillar device G7 is shown in Fig. 4. This device exhibits sharp resolution limited modes at approximately 1.351 eV under low excitation powers of 0.6 µW. The second order coherence function shows that this spectrum is due to single QD emission as shown in Fig. 5. Multiple non-interacting QD emitters show a zero delay time peak $\geq 0.5$, while single QD emitters show a zero delay time peak $\leq 0.5$. Here the zero delay time peak is approximately 10% with respect to the sidepeaks. This corresponds to a 10 times decrease in multiphoton emission events if compared to an attenuated laser (Poissonian) light source and is indicative of a single photon source.

TCPC lifetime traces of this device are shown in Fig. 5. QD spontaneous emission lifetimes of 440 ps are observed. A reference QD lifetime from a sample without a cavity exhibits spontaneous emission lifetimes of 1100 ps. This corresponds to a Purcell factor of approximately 2.5 when compared to the reference QD. Maximum achievable Purcell effects are limited due to the random spatial position of the QDs with respect to the cavity mode.

![Figure 6. Lifetime traces of single QDs taken by time-correlated photon counting (TCPC) using a Ti:Sa laser operated at 780 nm with a repetition rate of 82Mhz for excitation and a single photon counting avalanche diode for detection. Data have been taken for a reference sample without a cavity (open blue triangles) and for a typical single QD spectrally tuned into resonance with a micropillar cavity mode (open red circles). The black circles are the system response for a short laser pulse illustrating the timing resolution of the setup of 200 ps.](image-url)
7. CONCLUSIONS

Oxidized micropillars have a promising outlook for QD-microcavity coupling due to high $Q$ values. Further improvement for these devices could be achieved by reducing $V_{\text{eff}}$. Although oxide aperture micropillars reduce two dimensional mode areas while maintaining high $Q$ values, $V_{\text{eff}}$ remains relatively high. This is due to the large effective cavity length ($L_{\text{eff}}$) in the growth direction of this structure, approximately 1.39 µm. Improvement lies in reducing this $L_{\text{eff}}$ value, potentially by replacing AlGaAs/GaAs DBR mirrors with Al$_x$O$_y$/GaAs DBR mirrors having reduced mirror penetration depths.

The observed Purcell factor of 2.5 is smaller that the theoretical maximum value of 72. This is due to spatial detuning of the QD emitter with respect to the cavity mode. Micropillars are fabricated on a random array of quantum dots. When the QD emitter is not spatially aligned to an electric field maximum of the cavity mode a corresponding decrease in the Purcell Effect occurs. This spatial detuning may potentially be overcome by developing active positioning schemes that fabricate pillars around known QD candidates.

Experimental data shows very high $Q$ (48 000) optical microcavities using an oxide aperture micropillar architecture. Devices exhibit controlled mode positions and sizes down to core widths of approximately 0.5 µm. Unlike etched air interface micropillars, which can be difficult to fabricate with acceptable loss values at smaller diameters, apertured micropillars accomplish this in a controllable and repeatable fashion. Cavities exhibit low loss values resulting from gain related linewidth narrowing effects due to stimulated emission from the QD active region. Apertured micropillars show promise for QD-microcavity coupling applications due to these high experimental $Q$ values producing a maximum Purcell factor of 72. A Purcell Factor of approximately 2.5 is experimentally observed in a single QD emitter coupled to a cavity mode.
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High-efficiency, high-speed VCSELs with deep oxidation layers


A novel method to reduce the parasitics of vertical-cavity surface-emitting lasers (VCSELs) using deep oxidation layers is proposed. Using this method, high-frequency, high-speed 980 nm, tapered-aperture VCSELs with a ~3 dB frequency of 17.9 GHz, the highest bandwidth without using proton implantation, are demonstrated.

Introduction: High-efficiency, high-speed VCSELs are in high demand for optical interconnects because they have small footprints, dissipate less power, can be easily fabricated into arrays, and are cost effective. The bandwidth of a VCSEL is determined by the intrinsic laser properties as well as the extrinsic parasitics. Various methods have been proposed to lower the parasitics so that the modulation bandwidth can reach the laser intrinsic limit [1–4]. Proton implantation is widely used to kill the parasitic capacitance associated with the thin oxide aperture capacitance and junction capacitance. The highest two VCSEL modulation bandwidths reported are 21.5 [4] and 20 GHz [5] and they were both proton-implanted. Proton implantation significantly complicates the fabrication since very thick mask is needed to block the high energy protons, e.g. 6 μm-thick photoresist is needed to block 300 keV protons which penetrate ~2.5 μm in Al0.5Ga0.5As [6]. In this Letter, we propose a new method to reduce the parasitic capacitance using deep oxidation layers. By increasing the aluminum fraction of the first several p-distributed Bragg reflectors (DBRs), deep oxidation layers can be formed simultaneously with the oxide aperture. These deep oxidation layers increase the equivalent capacitor thickness, thus reducing the capacitance. This method is simple and the fabrication remains unchanged. Using this method, we demonstrate high-efficiency, high-speed 980 nm VCSELs with differential efficiency up to 68%, peak wall-plug efficiency of 37%, and modulation bandwidth of 17.9 GHz.

Device structure and fabrication: Fig. 1 shows the schematic cross-section of the VCSEL. The sample was grown on a semi-insulating GaAs (100) substrate by molecular beam epitaxy. The bottom mirror consists of a 14-period undoped GaAs/AlAs DBR, followed by a five-quarter wavelength thick silicon-doped n-contact layer, and a 4-period n-type GaAs/Al0.5Ga0.5As DBR. The highly-doped n-contact layer is placed four periods away from the cavity to lower the optical loss as well as to reduce the effective cavity length for high speed consideration. The active region has three InGaAs/GaAs quantum wells embedded in an Al0.5Ga0.5As separate confinement heterostructure layer. The oxide aperture consists of 100 Å AlAs followed by 1430 Å Al0.93Ga0.07As in order to form a tapered tip. The lens-like effect of this tapered aperture decreases optical losses for increased efficiency [7]. The top mirror consists of a 30-period carbon-doped GaAs/AlGaAs DBR, followed by a highly-doped p-contact layer. The aluminum fraction of the first two periods of the DBRs is increased from 85 to 93% in order to form the deep oxidation layers. This also increases the refractive index contrast, and, consequently, reduces the mode volume.

Fig. 1 Schematic cross-section of VCSEL

The fabrication began by etching cylindrical mesas ranging from 20.5 to 30 μm in diameter down to the n-contact layer using reactive ion etch. The oxide apertures were then formed by wet oxidation, resulting in a ~8 μm oxidation depth with a 4.5 μm taper length from either side. The two deep oxidation layers above the oxide aperture were formed simultaneously as shown in the SEM in Fig. 2. The two Al0.93Ga0.07As layers oxidised 4.2 μm in depth, 3 μm deeper than the rest of the Al0.95Ga0.05As layers. Ti/Pt/Au and AuGe/Ni/Au were evaporated for p- and n-contacts, respectively. Benzocyclobutene (BCB) was applied, patterned to open windows, and fully cured. The BCB was used for planarisation, passivation, and capacitance reduction purposes. Ti/Au was then deposited on top of BCB as pad metal. Finally, an antireflection coating was deposited to reduce backside reflection.

Fig. 2 Cross-section SEM of VCSEL

Results: Fig. 3 shows the voltage and output power against current (L-I-V) curves for a 4 μm diameter device which has the highest bandwidth. The device has a differential efficiency of 68% and a low threshold current of 0.18 mA. This low threshold current indicates that incorporating deep oxidation layers does not add extra scattering loss and degrade the device performance. This is because the optical modes are mainly confined by the tapered oxide aperture and do not see the oxidation layers. The threshold voltage is 1.53 V, only 270 meV larger than quasi-Fermi level separation. This indicates our bandgap engineering scheme effectively eliminates the hetero-barriers at the DBR interfaces. The series resistance is ~240 Ω, resulting from the insufficient doping levels of the DBRs near the active region. The peak wall-plug efficiency is 37% at a current of 1 mA and the maximum output power is 5.7 mW at a bias current of 9.5 mA.

Fig. 3 L-I-V curves for 4 μm diameter device at 20°C

Small-signal modulation responses were measured on-wafer using an RF probe and a calibrated vector network analyser. Output power was collected using a 50 μm multimode fibre and a high-speed photodetector. The frequency responses for the 4 μm diameter device under different bias currents are shown in Fig. 4. The maximum electrical –3 dB frequency is 17.9 GHz at a bias current of 4.75 mA, corresponding to only 10 mW of power dissipation. This is the highest bandwidth for a VCSEL without using proton implantation. Although the bandwidth is still limited by the parasitics, it is mainly due to the relatively high series resistance and can be reduced by increasing the doping.
Conclusion: A novel method using deep oxidation layers to reduce the parasitics of a VCSEL is proposed. By incorporating the deep oxidation layers into our devices, we demonstrated high-efficiency, high-speed 980 nm VCSELs with bandwidth 17.9 GHz.
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Fig. 4 Small-signal modulation responses for 4 μm diameter device under different bias currents at 20°C
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Abstract: A Si laser with a Si micro-disk evanescently coupled to a III-V gain medium is proposed. The III-V also functions as a DBR at the gain wavelength to minimize the perturbation of the cavity mode.

Fabrication of lasers in Silicon has been a long-standing goal in the field of opto-electronics. In the last couple of years Raman amplification has emerged as a leading solution to this problem [1,2]. Another approach is to heterogeneously integrate Si with III-V compounds primarily through wafer bonding. A novel evanescent Si laser based on such integration was recently demonstrated by Park et. al. [3].

Here we propose a similar evanescent laser, where a Si micro-disk is coupled to a III-V structure [Fig 1(a)]. The III-V material, which can be optically or electrically pumped, amplifies only the light in the evanescent tail of the cavity mode [Fig 1(b)]. If the loss in the micro-disk is low enough, this small amount of gain will be enough to offset the losses in the Si cavity and achieve lasing. Since Si micro-disks with quality factors approaching 10^6 can be fabricated [4], the amount of gain needed from the III-V can be reduced to < 1dB/cm. This lowering of required gain serves two purposes: firstly, the lower gain drastically reduces the laser threshold carrier density, thereby significantly reducing the pump powers needed by the laser. Secondly, the III-V stack can be moved farther from the Silicon micro-disk because lasing can be achieved with a smaller overlap between the modal field and the gain medium. The increased distance between the Si and the III-V minimizes the effect of the gain medium on the micro-disk mode and helps maintain its high Q. Therefore the lasing mode is essentially a mode of the Si disk with the III-V appearing only as a perturbation. It must be mentioned that in these respects our design differs significantly from the work presented in ref [3], wherein a linear rib waveguide is used as the cavity and the overall laser mode is a 'supermode' of the III-V and the Si with a considerable fraction of the power being confined in the III-V.

Another crucial feature of our device is the use of a novel DBR structure as the gain medium. While the layers closest to the Si cavity provide gain at a specific wavelength \( \lambda_g \), the remaining layers of the III-V stack are designed to reflect the evanescent portion of the Si mode at \( \lambda_g \). This further helps limit the overlap between the evanescent tail and the III-V to an amount that is just sufficient to initiate lasing. More importantly it prevents the Si mode from leaking into the bulk InP substrate. In order to construct a Bragg mirror at 1.55 \( \mu \)m, an Antimonide based alloy combination was chosen. Unlike the conventional InGaAsP material system, AlAsSb and GaAsSb have a high

![Fig. 1. (a) Schematic of a Si micro-disk coupled to III-V gain medium. The pump beam (@1.31 \( \mu \)m in our experiments) enters from the top of the stack. The laser light is out-coupled through the waveguide, which is also used for Q measurements. (b) Cross-sectional schematic of the device. \( \theta \) represents the angle at which the evanescent light enters the III-V. The separation between the Si and the III-V stack is of the order of a few 100 nm.](CMBB2.pdf)
enough index contrast (~0.4) to construct an efficient DBR. The exact thicknesses of the layers in the stack are calculated from the vertical component ($k_v$) of the propagation constant of the evanescent field inside each layer. $k_v$ is simply given by the expression $(k_g^2 - k_{Si}^2)^{1/2}$, where $k_g = 2\pi n_g$ is the total wave-vector of the light in the III-V layer and $k_{Si}$ is the effective propagation constant of the mode in the Si micro-disk ($n_{Si}$ is the refractive index of each layer). For our Si disks, $k_v$ at 1.55 $\mu$m is ~7.5 and ~10.2 $\mu$m$^{-1}$ for the alternating layers, yielding corresponding thicknesses of ~210 nm and ~154 nm [Fig 2]. The gain layers ($\text{Al}_{0.01}\text{Ga}_{0.99}\text{As}_{0.51}\text{Sb}_{0.49}$), which have a band-gap of 0.8eV (1.55 $\mu$m), are also designed to contribute to the DBR action even though their refractive indices are highly dispersive at the gain wavelength. From the effective masses of the carriers in the gain medium, we estimate that carrier densities of the order of $10^{19}$/cm$^3$ will yield a gain coefficient in excess of 300dB/cm. All the alloys used are lattice matched to InP and the whole structure shown in Fig 2 has been fabricated using MBE.

Our initial experiments on this laser structure are being carried out using pulsed optical pumping at 1310nm. The focused pump light enters the DBR from the back [Fig 1(a)] and is absorbed only by the gain medium. 10 $\mu$m radius disks, which exhibit Q values of ~10,000 (measured through coupling to an adjacent waveguide), are being used in the setup. Even for these mediocre quality factors, with strong enough pump powers, lasing can be expected from chips in which the separation between the III-V stack and the disk surface is as high as 300nm. SiO$_2$ spacer layers on the Si maintain the appropriate distance between the DBR and the Si. In our initial experiments the III-V is placed on the spacers without bonding to get preliminary measurements.

In conclusion, a micro-disk based Si evanescent laser has been proposed where the lasing mode is almost entirely in the Si. The device can be expected to exhibit lasing at medium pump powers (~100mW) in spite of mediocre Q factors. The DBR and micro-disks have been fabricated and initial results on light output are expected soon.
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Optical Design of InAlGaAs Low-Loss Tunnel-Junction Apertures for Long-Wavelength Vertical-Cavity Lasers

D. Feezell, D. A. Buell, D. Lofgreen, M. Mehta, and L. A. Coldren, Fellow, IEEE

Abstract—We report on the optical design of thin selectively etched InAlGaAs tunnel-junction apertures for the realization of optically efficient long-wavelength vertical-cavity surface-emitting lasers (VCSELs). These apertures were designed to introduce minimal optical loss to the structure, facilitate single-mode operation, and yield optical mode diameters that better match the injected current density profile. We then demonstrate InP-based VCSELs emitting at 1304 nm utilizing these low-loss InAlGaAs apertures, resulting in optically efficient low-loss devices with differential quantum efficiencies of up to 60%.

Index Terms—Aperture, InAlGaAs, InP-based, long wavelength, semiconductor laser processing, semiconductor lasers, tunnel junction, vertical-cavity surface-emitting lasers (VCSELs).

I. INTRODUCTION

LONG-wavelength vertical-cavity surface-emitting lasers (VCSELs) emitting in the 1300–1600-nm wavelength range are attractive light sources for short to midrange optical fiber communications. These devices target low-loss and low-dispersion windows in standard optical fibers and are expected to provide a low-cost alternative to the existing edge-emitting infrastructure. With low power consumption, on-wafer testing, simple packaging, and high fiber-coupling efficiency, VCSELs are ideal transmitters for metro, local area, and storage area networks.

Recently, many promising long-wavelength VCSEL results have been demonstrated [1]–[5]. However, it is still desirable to continually demonstrate devices with significantly reduced optical loss. More optically efficient structures with low internal loss will facilitate reduced threshold currents and enable higher differential quantum efficiencies. These are desirable characteristics for achieving improved modulation performance with lower required drive currents.

Previously, our group has reported InP-based devices operating in the 1300–1600-nm wavelength region [6], [7]. These devices utilized well-established InAlGaAs active region technology and AlGaAsSb distributed Bragg reflectors (DBRs). This combination facilitates monolithic all-epitaxial InP-based devices spanning the entire long-wavelength telecommunications band. With this platform, we have recently demonstrated devices with efficient modulation characteristics and high differential quantum efficiencies [8]. The high differential quantum efficiencies observed resulted from the implementation of thin selectively etched tunnel-junction apertures for low-loss optical guiding [9]. In this work, we describe the optical design of these thin selectively etched tunnel-junction apertures. First, the free carrier absorption (FCA) loss from the highly doped tunnel-junction layer is minimized. Then, using a two-dimensional model of the optical cavity, thin selectively etched tunnel-junction apertures are designed to provide effective guiding of the fundamental lateral mode with low scattering loss. We then fabricate and characterize optically efficient single-mode 1304-nm InP-based VCSELs utilizing these apertures, with devices demonstrating high differential quantum efficiencies of greater than 60%, optical efficiencies up to 80%, and single-mode continuous-wave operation up to 90 °C.

The bottom-emitting device structure is shown in Fig. 1 for reference and is the same as previously reported [7]. A 1/2 − λ InAlGaAs multiple-quantum-well active region is clad on both sides by InP layers. Intracavity contacts are made to these InP layers, allowing for the AlGaAsSb DBRs to remain undoped. Embedded within the upper InP cladding layer is a 35-nm n++-InAlGaAs–p++-InAlGaAs tunnel-junction layer that is selectively etched to form a thin air-gap aperture for electrical and optical confinement. Details regarding the fabrication of these devices have been previously reported [7]–[9].
II. Motivation for Thin Tunnel-Junction Apertures

Despite the promising results previously obtained by our group, these devices employed a rather inefficient aperturing scheme [6], [10]. A thick (200 nm) undercut active region aperture, inherently placed at standing wave peak, was employed for optical confinement. The strong guiding effect of this thick aperture introduced a significant amount of scattering loss to the devices. In fact, up to 60% of the total internal loss in these devices was due to aperture scattering of the mode. As a result, these devices only achieved differential quantum efficiencies of 23%. Additionally, these devices suffered from increased sidewall recombination at the thick exposed etched active region [10]. The implementation of thin tunnel-junction apertures alleviates these problems by providing low-loss optical confinement, avoiding exposed active region sidewalls, and generating an injected current density profile that better matches the shape of the optical mode.

An additional benefit provided by thin low-loss apertures is the ability to scale the aperture diameters to smaller dimensions without introducing increased scattering loss. As an example, Fig. 2 shows a simulation of predicted differential efficiencies for the previously reported devices with a thick active region aperture and the thin tunnel-junction apertured devices of this work. These differential efficiencies are estimated from the calculated loss in the devices (i.e., aperture scattering loss and FCA loss). The loss calculation will be explained in subsequent sections. Fig. 2 is intended to demonstrate the trend between scaling to smaller dimensions for both aperturing schemes. It is clear that the thin tunnel-junction aperturing scheme maintains a more constant differential quantum efficiency value down to smaller aperture dimensions. This is an important benefit for realizing higher differential quantum efficiency devices with lower threshold currents.

III. Tunnel-Junction Aperture Optical Design

With the goal of limiting optical loss in the structure, reduction of the FCA loss introduced by the tunnel junction layer is of prime importance. The placement of the tunnel junction relative to the optical standing wave in the cavity and its thickness are critical design issues due to the high doping ($N_A = 1 \times 10^{20} \text{ cm}^{-3}, N_D = 3 \times 10^{19} \text{ cm}^{-3}$) required in the tunnel junction layer to achieve efficient quantum tunneling. The tunnel junction aperture layer should be designed to minimize the single-pass optical loss. For a tunnel junction with a thickness $L = L_n + L_p$, where $L_n$ and $L_p$ are the thicknesses of the n and p sides of the junction, respectively, the single-pass optical loss is calculated by $1 - e^{-\alpha_{i} L T_{\text{enh}}}$, where $\alpha_{i}$ is the internal optical loss from FCA and $T_{\text{enh}}$ is the standing-wave enhancement factor [11]. In order to minimize the single-pass optical loss from a highly doped layer, such as the tunnel junction, $T_{\text{enh}}$ and $L$ must be minimized. The standing wave enhancement factor can be minimized to some extent by selectively placing the highly doped tunnel-junction layer at an optical standing wave null in the cavity, as shown in Fig. 3. This reduces the overlap between the highly doped tunnel-junction layer and regions of high electric field. To illustrate the importance of the standing-wave enhancement factor on optical loss, the FCA loss introduced by the tunnel junction as a function of its relative position to the optical standing-wave null was calculated and is shown in Fig. 4. For variations from the null in the range of tens of nanometers, we observe an order of magnitude increase in FCA loss.

Another method to further limit the FCA loss from the tunnel-junction layer is to reduce its thickness. This also relaxes epi-
taxial growth tolerances. However, due to restrictions on doping levels and quantum tunneling probability, there are practical minimum allowable values for the junction thicknesses, \(L_n\) and \(L_p\). These values can be calculated via the WKB method reported by Mars, et al. \[12\]. For the InAlGaAs tunnel junctions in this work, these values were determined to be in the range of 10–20 \(\text{nm}\). Specifically, for the reported devices, \(L_n = 20\) \(\text{nm}\) and \(L_p = 15\) \(\text{nm}\).

The figure of merit employed for the optical design of the etched aperture is the effective index perturbation to the optical mode, \(\Delta n_{\text{eff}} = n_{\text{eff}}^{\text{core}} - n_{\text{eff}}^{\text{undercut}}\), where \(n_{\text{eff}}^{\text{core}}\) and \(n_{\text{eff}}^{\text{undercut}}\) are the effective indexes in the growth direction of the core and undercut regions of the aperture, respectively. This treatment yields a two-dimensional index profile that provides a simple optical model of the aperture. For a given physical aperture diameter, the index perturbation determines the important optical properties of the aperture, specifically the effective optical mode diameter and the aperture scattering loss. Constraints on these parameters predominately determine the allowed index perturbation introduced by the aperture. If the index perturbation is too small, the optical mode diameter may be significantly larger than the injected current density profile, leading to increased absorption loss in the unpumped areas of the quantum wells. Conversely, if the index perturbation is too large, the optical mode may experience significantly increased scattering loss. Therefore, as described below, an index perturbation is chosen that provides effective guiding with minimal scattering loss.

To determine the waveguide eigenmodes, and thus the effective optical mode diameter, the two-dimensional scalar wave equation was solved on this index profile using a finite difference technique with a nonuniform mesh \[13\]–\[15\]. The calculated effective optical mode diameters (determined at the \(1/e^2\) point of the normalized mode amplitude) for the fundamental lateral mode versus the physical aperture diameter, are shown in Fig. 5(a) for various values of \(\Delta n_{\text{eff}}\). For high differential quantum efficiencies and reduced threshold currents, increased overlap between the optical mode and the current density profile is desired. Since current spreading is minimal in the p-InP beneath the tunnel junction aperture, the current density profile is primarily determined by the physical aperture diameter. Therefore, for optimal modal gain, the effective optical mode diameter should be similar to the physical aperture diameter. Effective optical mode diameters larger than the physical aperture diameter will lead to increased absorption loss from overlap of the optical mode tails with unpumped regions of the quantum wells. For mechanically stable single-mode devices, aperture diameters in the range of 6–8 \(\mu\text{m}\) are desired. From Fig. 5(a), it is determined that a \(\Delta n_{\text{eff}}\) in the range of 0.005 to 0.01 is required to satisfy the above guiding condition.

The optical scattering loss associated with the aperture was then examined by propagating the optical mode through an unfolded cavity. The procedure implemented is similar to that described by Fox and Li \[13\]–\[15\]. As the field is propagated, a position-dependent phase shift, a position-dependent gain, and an absorption are applied to the mode. The phase shift, described by \(\phi(x,y) = k_0 \Delta n_{\text{eff}} (x,y) L_{\text{cav}}\), where \(k_0\) is the free space wave vector and \(L_{\text{cav}}\) is the effective cavity length, is what approximates the effect of the aperture in the model. The phase, gain, and absorption values are continually adjusted until there is only a phase shift associated with a pass through the cavity. At this point, the mode of the system and the gain are known. The scattering loss is then determined from the modal gain. Fig. 5(b) shows the calculated aperture scattering loss versus physical aperture diameter for various values of \(\Delta n_{\text{eff}}\). From the figure, the values of \(\Delta n_{\text{eff}}\) needed to achieve the required effective optical mode diameters determined above (i.e., \(-\Delta n_{\text{eff}} \approx 0.005\) to \(0.01\)) produce apertures that contribute very little scattering loss to the structure. This result is in stark contrast to our previously reported thick etched active region apertures placed at an optical standing wave peak (\(\Delta n_{\text{eff}} = 0.10\)) and represents over an order of magnitude reduction in optical loss \[10\].

Although it is possible to further limit optical scattering loss from the aperture by reducing \(\Delta n_{\text{eff}}\) below 0.005, quantum tunneling probability requires a tunnel-junction thickness on the order of 35 \(\text{nm}\), which already introduces a \(\Delta n_{\text{eff}}\) of nearly 0.005. Additionally, the restrictions stated above regarding the effective optical mode diameter do not allow for such low values of \(\Delta n_{\text{eff}}\), and by the analysis above, it was determined that a selectively etched aperture with \(\Delta n_{\text{eff}} = 0.01\) effectively guides...
the optical mode while still introducing very little scattering loss. $\Delta n_{\text{eff}} = 0.005$ was not chosen in order to avoid operating near the limit of the optical mode becoming larger than the current density profile. Since the 35-nm n++-InAlGaAs-p++-InAlGaAs tunnel junction did not quite achieve the necessary $\Delta n_{\text{eff}} = 0.01$, a section of etchable lowly doped and compositionally graded InAlGaAs was placed adjacent to the tunnel junction layer to increase $\Delta n_{\text{eff}}$ to the desired value of 0.01. This grade is shown near the tunnel junction aperture in Fig. 3.

Finally, to achieve single-mode operation, an effective aperture design should suppress higher order lateral modes from lasing. As discussed above, the effective optical mode diameter of the fundamental mode was designed to closely mimic the current density profile, ensuring this mode reaches lasing at the lowest possible threshold. Moreover, due to the shapes of the higher order modes, they typically experience increased scattering loss from the aperture, thus further increasing their lasing thresholds. A comparison between the calculated scattering loss experienced by the fundamental lateral mode and the first higher order lateral mode for an aperture with $\Delta n_{\text{eff}} = 0.005$ is shown in Fig. 6. For aperture diameters in the range of 6–8 $\mu$m, we observe an increase in scattering loss of several times for the next higher order mode. This additional loss further ensures single-mode lasing operation of the fundamental mode at these aperture dimensions.

**IV. RESULTS AND DISCUSSION**

A VCSEL structure with the designed low-loss tunnel-junction aperture ($\Delta n_{\text{eff}} = 0.01$) was then grown by molecular beam epitaxy in a single growth step [16]. Devices were then fabricated and characterized. Fig. 7 shows the continuous-wave light versus current characteristics for a device with a 6.5-$\mu$m aperture diameter. This device achieved a high continuous-wave differential quantum efficiency of 60% at room-temperature and operated up to 90 °C, the highest reported temperature operation for a VCSEL with Sb-based DBRs. The lasing spectrum is also inset in Fig. 7 and demonstrates strong single-mode behavior with a side-mode suppression ratio (SMSR) of 45 dB.

These results, particularly the high differential quantum efficiency, clearly indicate the effectiveness of the optical design of the low-loss aperture and represent a significant improvement over the previously reported work. As a result of the differential quantum efficiency values observed, the optical efficiency of these devices was also quite high. The optical efficiency $\eta_0$ is calculated by $\eta_0 = \eta_\text{d}/\eta_\text{i}$, where $\eta_\text{d}$ is the differential quantum efficiency and $\eta_\text{i}$ is the injection efficiency as determined from edge-emitting lasers with the same active region structure [11]. Conceptually, $\eta_0$ is the percentage of photons generated in the active region that leave the optical cavity through the desired DBR mirror and are collected as useful output. Since the injection efficiency was determined to be 75% by the method referenced above, the optical efficiency is therefore calculated to be 80%.

As evidenced by the high differential quantum efficiencies these devices achieved, the internal optical loss was very low. This was largely a result of the design and implementation of the thin tunnel-junction aperture. However, several other factors contributed to the performance. The DBRs were undoped to limit optical loss and very smooth, with the entire epitaxial structure displaying an RMS roughness of only 3.1 Å. Furthermore, the implementation of tunnel junctions limited the incorporation of highly absorbing p-type material.

The known contributions to optical loss in the devices from FCA and aperture scattering were estimated. The FCA loss for each section of the device was determined by overlapping the optical mode with the doping profile in the structure and the aperture scattering loss was calculated by the method described above. The results of these calculations are shown in Table I. The total calculated internal loss in the structure due to FCA and aperture scattering is shown to be $\approx0.16\%$ per pass ($\approx5 \text{ cm}^{-1}$). We believe this to be a significantly low number for a long-wavelength VCSEL. Although the FCA loss reported here and the FCA loss reported in our previous devices is similar, the
aperture scattering loss has been reduced by approximately one order of magnitude in this work. The internal loss can also be experimentally obtained to verify our calculated estimations. By the method described by Coldren and Corzine, the measured VCSEL differential quantum efficiency, the calculated VCSEL mirror loss, and the injection efficiency obtained from InAlGaAs edge-emitting lasers are utilized to obtain the internal loss [11]. This method yields an experimental internal loss value of approximately one order of magnitude in this work. 

<table>
<thead>
<tr>
<th>Loss Source</th>
<th>Loss (% per pass)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture Scattering</td>
<td>0.0287</td>
</tr>
<tr>
<td>Tunnel Junction (FCA)</td>
<td>0.0234</td>
</tr>
<tr>
<td>p-InP Cladding (FCA)</td>
<td>0.0743</td>
</tr>
<tr>
<td>n-InP Cladding (FCA)</td>
<td>0.0350</td>
</tr>
<tr>
<td>Active Region (FCA)</td>
<td>0.0005</td>
</tr>
<tr>
<td>Total Calculated Internal Loss</td>
<td>0.1619</td>
</tr>
</tbody>
</table>

V. SUMMARY AND CONCLUSIONS

In conclusion, we have designed thin selectively etched tunnel-junction apertures for more efficient optical confinement in InP-based long-wavelength VCSELs. These apertures were designed to provide effective guiding of the optical mode, while introducing minimal optical loss to the structure. We have then grown, fabricated, and characterized VCSELs utilizing these low-loss air-gap apertures. The resulting optically efficient devices yielded low internal loss estimates, demonstrated differential quantum efficiencies of 60%, and achieved single-mode operation up to 90 °C.
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In this article we describe the growth, design, and characterization of a 1310 nm lattice-matched vertical cavity laser which take advantage of an AlGaAsSb distributed Bragg reflector and AlInGaAs active regions. The molecular beam epitaxial growth for this structure was particularly challenging due to the various III–V alloys used; in particular, the interfaces between them were observed to be a significant source of macroscopic defects and roughness. The AlGaAsSb–InP interface was seen to control the yield and overall quality of device structures, and so was the focus of the crystal growth optimization. InP heat- and current-spreading layers were utilized to offset the thermal and electrical limitations of the AlGaAsSb mirrors; we optimized the defect density and roughness of these epilayers by studying their dependence on growth temperature and P overpressure. Vertical cavity lasers grown using these optimized approaches and incorporating a thin, selectively etched tunnel-junction aperture were fabricated and tested, and demonstrated promising characteristics. Operating temperatures up to 90 °C with single-mode power in excess of 1.6 mW were observed. Differential quantum efficiency of 64% was seen for our best devices, a record for long-wavelength vertical cavity lasers. © 2006 American Vacuum Society.
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I. INTRODUCTION

Vertical cavity lasers (VCLs) operating in the wavelength space from 1300 to 1600 nm are interesting data communication and telecommunication sources for existing fiber-optic networks, since they take advantage of absorption and dispersion minima in conventional silica fiber; their circular output mode shape, low dissipated power, and efficient direct modulation behavior make them favorable for network applications. VCLs operating at shorter wavelengths (780–980 nm) have demonstrated excellent performance characteristics for short distance communications. In order to translate these successes to the local-, storage-, and metroarea networks, VCLs operating at 1310 and 1550 nm are desired. There have been two general lines of approach for realizing long-wavelength VCLs to this point: GaAs based and InP based. GaAs-based approaches take advantage of AlGaAs/GaAs distributed Bragg reflectors (DBRs) with their associated high index of refraction contrast and thermal conductivity. The optical and current aperturing technology is also well developed, with submicron devices incorporating tapered oxide apertures demonstrating high-speed modulation and high differential quantum efficiency. In order to extend the operation of GaAs-based devices from 980 to 1310 and 1550 nm, less mature active region materials such as GaInN(Sb)As or InGaAs quantum dots must be used. These active regions are relatively new, and their reliability at longer wavelengths remains in question.

InP-based approaches take the opposite tack: the active region materials, AlInGaAs and InGaAsP, are well developed, having been deployed in commercial long-wavelength edge-emitting lasers for many years. The DBR and aperturing technology, however, are less well developed. The conventional lattice-matched alloys to InP, AlInGaAs, and InGaAsP do not have sufficient index contrast to be effective options for DBRs with high reflectivity. This has led to a variety of approaches to realize InP-based VCLs, including wafer-fused AlGaAs/GaAs DBRs, metamorphically grown AlGaAs DBRs, and dielectric DBRs. Devices with high operating temperature, useful output power, and good differential efficiency have been demonstrated using each of these techniques.

---
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In this article we report the results using an alternative approach, in which we take advantage of the InP lattice-matched material AlGaAsSb. Our group has reported VCLs based on this technology before, both at 1550 nm (Ref. 7) and more recently at 1310 nm. Prior results at 1550 nm showed operating temperature of 88 °C and 1.2 mW output power at 15 °C, with 23% differential quantum efficiency. Improvements to the device design and epitaxial growth have led to our most recent results, in which 1310 nm VCLs have been fabricated which operate to 90 °C, have 1.6 mW single-mode output power, and a record differential quantum efficiency of 64%. The molecular beam epitaxial growth optimization is detailed below.

II. MOLECULAR BEAM EPITAXY

The vertical cavity laser structures detailed in this article were grown using molecular beam epitaxy in a Varian Gen-II reactor, with standard EPI-SUMO effusion cells for group III elements and valved, cracked sources for all group V elements. For our laser structures, AlGaAsSb alloys were used as DBRs, AlnGaAs was used for active regions and tunnel junctions, and InP for heat- and current-spreading layers. The optimization of these different alloys, as well as the interfaces between them, was of utmost importance to successful device fabrication. A schematic of a fully fabricated VCL is given in Fig. 1 to illustrate the relationship between the various alloys and their placement in the device structure.

A. AlGaAsSb DBR growth

Lattice-matched AlAs_{0.56}Sb_{0.44} and GaAs_{0.51}Sb_{0.49} has been demonstrated to be a suitable candidate for DBRs in the wavelength span of 1310–1550 nm. We controlled the composition of the AlGaAsSb alloy via short-period superlattices (2.0 nm) with varying duty cycles of AlAsSb and GaAsSb. Using this method we formed alternating 1/4 λ layers of Al_{0.95}Ga_{0.05}As_{0.54}Sb_{0.46} and Al_{0.35}Ga_{0.65}As_{0.52}Sb_{0.48}, referred to in this article as 95% AlGaAsSb and 30% AlGaAsSb, respectively. Growth was performed at a temperature of 480 °C as measured using an Ircon optical pyrometer, and a growth rate of 0.35 nm/s. The lattice matching of the ternaries was achieved using the method we have previously reported, in which the beam flux ratio for As/Sb is fixed to ~6.5, and fine-tuning of the composition was done by adjusting the Al and Ga beam fluxes.\(^{10}\) Stable lattice-matched conditions were possible using this method, with observed x-ray diffraction (XRD) peaks indicating less than 0.01% strain in the growth direction. Minimum defect density and roughness, as measured using atomic force microscopy (AFM), for samples grown using the above parameters were 0.15 cm\(^{-2}\) and 0.17 nm rms, respectively. The bottom (output) DBR for the 1310 nm VCL consisted of 27.5 pairs, while the top (highly reflective) DBR used 39.5 pairs.

B. InP growth diagram

Homoepitaxy of InP, compared to GaAs, has a narrow optimal growth window. Previously we had observed that the defect density in our bulk layers of InP was sufficient to increase optical losses and thus decrease device performance. An investigation of the InP growth diagram for our conditions was thus necessary. We have previously found that InP substrate orientation played a large role in the quality of subsequently grown InP epilayers, with optimum films observed on (001) substrates miscut 0.5° towards the (111)A planes. For compatibility with the other requirements of our system, an InP growth rate of 0.15 nm/s was fixed, and other pertinent growth parameters were varied. In Fig. 2 we present the dependence on growth temperature and P\(_2\) beam flux pressure of the macroscopic defect density and rms roughness. In these experiments an InP growth rate of 0.15 nm/s was achieved using an In beam flux of 3.6 × 10\(^{-7}\) Torr.

Growth of InP under 9 × 10\(^{-6}\) Torr P\(_2\) overpressure at a temperature of 465 °C yielded films with defect density equal to 200 cm\(^{-2}\) and rms roughness of 0.17 nm for 1 μm thick epilayers. InP which was grown on the optimized AlGaAsSb DBRs described above, however, suffered from increased defect density and roughness. In order to grow the highest quality devices an investigation into the interface between AlGaAsSb and InP was necessary.

1. AlGaAsSb–InP interface

The interface between AlGaAsSb and InP occurred where the bottom DBR and InP heat-current-spreading layer met, as seen in Fig. 1. This interface involved the transition between a quaternary and binary alloy, with no common anions or cations between them. As a result, many different methods for switching from one material to the next could be imagined. Previously, we transitioned from AlGaAsSb to InP by soaking the static AlGaAsSb surface in both As and Sb beams while adjusting the P valve position for InP growth. We then soaked the AlGaAsSb surface under P\(_2\) flux to pump out excess As and Sb for 30 s. InP growth was then initiated. Using this approach (referred to as AsSb soak) occasionally yielded acceptable films, including some of our prior VCL results, but was not sufficiently reproducible for reliable usage. Antimony adatoms present on the static surface tended
to remain even with subsequent $P_2$ soaking, due to the relatively cool growth temperature of 465 °C. This led to the observed defects and roughness. In order to overcome this limitation we developed a transition approach (referred to as $P$ soak) in which $P_2$ is the only group V species present during the growth pause between AlGaAsSb and InP. This transition used a short initial $P_2$ soak followed by a thin 2.0 nm InP buffer layer. This buffer layer was then exposed to the $P_2$ beam for 60 s to pump out the excess As and Sb still present. Growth of InP continued using the optimized conditions described above. Using this technique we routinely and repeatedly obtained films with low defect density and roughness. In Table I we summarize and compare the two transition methods.

Using this interface transition technique, in conjunction with the optimized AlGaAsSb and InP bulk heteroepitaxy, a full 1310 nm VCL device layer structure was grown. An AFM image of the wafer surface after this 15 μm thick growth is given in Fig. 3. The rms roughness of this surface is 0.31 nm.

### III. VERTICAL CAVITY LASER DEVICE STRUCTURE AND RESULTS

Our 1310 nm VCL structure and design have been detailed elsewhere; the major features are described here, with some of the most pertinent device results provided as well. After MBE growth, the completed all-epitaxial laser structure was fabricated using standard lithographic techniques, with the thin tunnel-junction aperture formed by selectively etching the AlInGaAs with respect to surrounding InP using a solution of citric acid and hydrogen peroxide (10:1 ratio). The devices were then probed on a stage mounted with an InGaAs photodetector, and the light-current-voltage ($L-I-V$) characteristics measured. In Fig. 4 we see $L-I$ curves for a range of temperatures, showing continuous-wave (cw) operation up to a maximum of 90 °C. Figure 5 shows the $L-I-V$ curves for a device with an aperture diameter of 5 μm at room temperature.

![Fig. 2. rms roughness (top) and defect density (bottom) dependence on InP homoepitaxial layers. Growth rate for InP in all cases is 0.15 nm/s.](image1)

![Fig. 3. Atomic-force microscope image of $10 \times 10 \mu m^2$ completed vertical cavity laser layer structure epilayers. The scale in the image is 5 nm. Surface roughness (rms) is 3.1 Å.](image2)
This device has single-mode output power greater than 1.0 mW, and differential quantum efficiency of 60%, and other devices exhibited up to 64%. This efficiency is a record for all long-wavelength vertical cavity lasers. The high differential efficiency can be attributed to low excess optical losses in the structure, thanks to the thin tunnel-junction aperture located at the standing wave null of the mode in the optical cavity, along with low free-carrier absorption losses from the mostly n-type doping in the structure, and undoped DBRs. The high temperature operation is limited by the active region injection efficiency, which decreased to zero near 120 °C. Rollloff in the output power with drive current is limited by a reduction in injection efficiency with temperature; improvements to the characteristic temperature via redesigning the band structure of the quantum wells and barriers will lead to increased maximum operating temperature for the VCLs. In addition, optimization of the spectral offset between the cavity mode and optical gain peaks should increase the achievable maximum temperature.

IV. CONCLUSIONS

Long-wavelength vertical cavity lasers grown all epitaxially on InP substrates can take advantage of AlGaAsSb alloys for highly reflective Bragg mirrors and AlInGaAs alloys for quantum well active regions. The interface between AlGaAsSb and InP has been optimized for minimum defect density and roughness. Growth of complete layer structures with 0.31 nm rms roughness has been demonstrated with low defect density. VCLs at 1310 nm were then fabricated with low-loss thin tunnel-junction apertures for current and optical confinements. Operation at temperatures as high as 90 °C was observed, with single-mode output power above 1.6 mW. Differential quantum efficiency as high as 64% was achieved, a record for long-wavelength vertical cavity lasers.
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Abstract—We present principles for tunnel-junction (TJ) design optimization for use in intracavity contacted long-wavelength vertical-cavity surface-emitting lasers (LW-VCSELs). Using the WKB approximation, we find that layer thicknesses of 10 nm on the n++ side and 10 nm on the p++ side are large enough to maximize quantum tunneling probability and small enough to yield low optical free-carrier absorption loss. We also conjecture that our experimental test structures and actual devices have far lower active acceptor concentration than we expect based on an analytical model. Finally, we calculate the necessary doping levels to enable single-mode operation of LW-VCSELs and incorporate these conditions into a complete optimized model of our VCSELs. Based on optimal I–V curves, we can expect an increase in single-mode output power from 2 to 3.5 mW.

Index Terms—AlInAs, AlInGaAs, current spreading, InP, long-wavelength, tunnel diode, tunnel junction, vertical-cavity surface-emitting laser (VCSEL).

I. INTRODUCTION

Tunnel junctions (TJ) have found widespread application in high-frequency oscillators and thermophotovoltaic devices since their discovery in 1958 [1]–[3]. More recently, groups have incorporated TJ structures into long-wavelength vertical-cavity surface-emitting lasers (LW-VCSELs) in order to realize reduced optical loss, as well as current and optical confinement. LW-VCSELs offer a low-cost alternative to their in-plane counterparts in the access and metro-area network component market, but performance of these devices has been historically limited by the high resistance and excessive optical loss associated with high acceptor doping levels in the p-type distributed Bragg reflector (DBR) and current spreading layers [4]. In the last several years, groups incorporating TJ structures in LW-VCSELs have demonstrated multimode (MM) output power in excess of 9 mW and single-mode (SM) output power greater than 2.5 mW at 20 °C and 1.5 mW at 70 °C [5]–[9]. Several groups have also reported 3.125-Gb/s SM transmission up to 70 °C [8], [10]. Several other groups have also developed LW-VCSEL structures incorporating TJ layers which are lattice-matched to InP [11], [12].

While groups have presented work on the theoretical modeling and design principles of InGaAs and InGaAsN TJs on GaAs substrates [13], little has been made public about the modeling and design of AlInAs–InP and AlInGaAs–AlInGaAs TJs developed on InP. Moreover, little work has been presented on TJ design for SM applications. The conventional wisdom on TJ growth has been to impress a maximum flux of carbon (C) atoms on a Hall calibration sample of the p++ layer and rely on the measured hole concentration to serve as the experimental limit. Unfortunately, this technique does not provide the most accurate or steadfast TJ design method for several reasons. First, the accuracy of the doping calibration is questionable since the actual AlIn(Ga)As p++ layer thickness (10 nm) is only ~1% of the prepared Hall sample thickness (1 μm). Second, the amphoteric nature of C in AlIn(Ga)As can yield compensation effects reducing the overall hole concentration in the TJ [14]. Finally, since most of the aforementioned groups use an intracavity contact scheme to bypass current conduction through the DBRs, it is necessary that the TJ provides enough lateral spreading resistance to uniformly pump the active region. Devices that fail to take this into account tend to produce MM devices which are not suitable for applications requiring signal propagation longer than several hundreds of meters.

The aim of this paper is to model optimal TJ operation for use in SM LW-VCSELs and incorporate the modeled TJ characteristics with an optimized electrical design for the remainder of the device in order to determine the maximum SM output power for our current structure. In Section II, we present theoretical TJ characteristics based on a model developed by Decrossa and Knott [15] and compare modeled TJ characteristics to experimental results. In Section III, we derive the TJ resistivities required for uniform current spreading and SM VCSEL operation over a range of aperture sizes. We proceed to use the model from Section II to determine the TJ doping densities required to achieve these desired resistivities. Since the electrical properties of the TJ are then optimized, Section IV examines physical layer thickness design of the TJ using tunneling probability metrics. We compare the optical loss in the experimental structure and the optimized physical design and quantify the effect of growth aberrations on the optical loss. Section V incorporates the results of the TJ optimization in the previous sections with active region diode characteristics, spreading resistance, heterobarrier voltage, and transport resistances to generate a complete I–V model for the VCSEL. We present two calculated curves—one which closely matches our experimental I–V results and the other which presents a theoretical I–V curve for an optimal device. While some reduction in device voltage arises from changes in device geometry and cavity-length reduction, most of the improvement stems from the TJ optimization presented in earlier sections. Finally, we present the theoretical increase in SM output power and roll-off current associated with optimizing the electrical characteristics of the device.
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II. TJ-BAND DIAGRAM, MODELED CHARACTERISTICS, AND
EXPERIMENTAL CHARACTERISTICS

Fig. 1 illustrates the energy-band diagram for an AlInAs–InP
TJ doped $2 \times 10^{20}$ cm$^{-3}$ on the p-side and $5 \times 10^{19}$ cm$^{-3}$
on the n-side. This particular configuration benefits from a Type-II band
alignment which facilitates the degeneracy necessary for TJ
operation. The fundamental tunneling current is given by [15]

$$I \equiv A \int [F_c(E) - F_v(E)]^* G_c(E)^* G_v(E)^* z^* \, dk$$  (1)

where $F_c(E)$ and $F_v(E)$ are the Fermi probability functions
in the conduction and valence bands, respectively, $G_c(E)$ and
$G_v(E)$ are the density of states functions in the conduction and
valence bands, respectively, and $z$ is the tunneling probability.

Fig. 1 demonstrates that the stated doping levels place the Fermi
level significantly further into the conduction band of the n++
side than the valence band of the p++ side. Since changes in
Fermi level will more significantly affect the number of available
states in the valence band as opposed to the conduction band,
acceptor concentration gradients will predominantly determine
the current–voltage ($I$–$V$) characteristics of the diode.

A closed-form solution to (1) is given by

$$J \equiv J_p \left( \frac{V}{V_p} \right) \exp \left( 1 - \frac{V}{V_p} \right)$$  (2)

where $J_p$ and $V_p$ are the current density and voltage values
(corresponding to the peak tunneling current density before the
Esaki dip [16]. $J_p$ and $V_p$ have been analytically defined by De-
massa et al. as [15]

$$V_p \approx \frac{(V_n + V_p)}{3}$$  (3)

and

$$J_p = \frac{q n^*}{3 \hbar^3} \frac{E_{\perp} D}{\exp \left( \frac{\pi m^*^{1/2} E_{\perp}^3}{2(2)^{1/2} \hbar F} \right)}$$

where

$$E_{\perp} = \frac{2^{1/2} \hbar F}{\pi m^*^{1/2} E_{\perp}^{3/2}}$$

$$F = \left( \frac{q^2}{2 e} \right)^{1/2} \frac{n^*^{1/2} V_d^{1/2}}{49/48}$$  (4)

where $V_n$ and $V_p$ represent the degree of Fermi-level penetra-
tion into the conduction and valence bands on the n and p sides,
respectively, $m^*$ is the reduced effective mass, $D$ is the overlap
integral and can be estimated as $V_p$, and $V_d$ serves as the dif-
fusion potential estimated by $E_g$. For simplicity, we assume a
homojunction model in our calculations. The staggered lineup
of AlInAs–InP TJs simply reduces the diffusion potential and the
estimations serve as a worst-case scenario.

We can use (3) and (4) to generate theoretical $J$–$V$ character-
istics for TJs based on doping and bandgap variations and
subsequently fit these characteristics to experimental results to
deduce the actual doping density of our test structures and de-
ices. Fig. 2 shows $J$–$V$ characteristics at various bandgap ener-
gies for TJs with the expected doping levels mentioned ear-
lier in this section. According to the data, we should observe a
negligible 25-mV voltage drop across our AlInAs–InP TJ at
a nominal operating current density of 10 kA/cm$^2$ and reduce
the drop even further by using a 1.2Q AlInGaAs–AlInGaAs TJ.
The 1.3Q and 1.4Q TJs are instructive for 1.55-μm device
design but will severely limit performance in 1.3-μm devices due
to band-to-band optical absorption. Groups have seen operating
tunnel voltages drop on the order of 30 mV in InGaAs-based TJs [17].
The 25-mV voltage drop corresponds to an effective contact re-
sistivity of $2.5 \times 10^{-12}$ Ω-cm$^2$, similar to the best p-type contact
resistivities and generally accepted n-type contact resistivities
[18], [19].

No group developing Al-based TJs for LW-VCSELS has re-
portedly seen characteristics on par with the values observed in
Fig. 2. Our best TJ test structures produce results represented
in Fig. 3, with a contact resistivity an order of magnitude larger
than the calculated characteristic results ($\sim 2.5 \times 10^{-5}$ Ω-cm$^2$).
We display the entire forward and reverse bias sweep of the ex-
perimental TJ in Fig. 4 to confirm tunneling operation in our
devices. We use the peak current density and voltage in all the
modeling presented in this work. Fig. 5 shows calculated TJ
characteristics more consistent with our VCSEL TJ characteristics.
Based on the model, our test structures show approximate accep-
tor doping levels of $1 \times 10^{19}$ cm$^{-3}$, which is an order of
magnitude lower than the designed value. Fig. 5 also shows the
impact of $1 \times 10^{18}$ cm$^{-3}$ changes in acceptor doping levels.
Equal changes in donor doping levels yield minimal changes in
$J$–$V$ characteristics.
Several tunnel diode device structures, such as metal–insulator–semiconductor (MIS) devices, take advantage of two-step tunneling associated with deep-level interfacial defects to assist in the tunneling process [20], [21]. Impurities such as Sb at the n++/p++ interface could have the same effect on the TJs examined in this study and, in the process, reduce the absolute resistance of the TJ. Since none of our measured TJs include intentional interfacial impurities, we do not consider the effect of these defects in the modeling of the TJ. Moreover, the mature growth technology associated with the InP-based TJs examined in this work and the onset of tunneling at the origin of the $I$–$V$ curve lead us to believe that the structure acts as a standard TJ. That being said, we would like to note that further improvements could potentially be made to our TJ through the incorporation of deep level defects at the tunneling interface such as Sb. As a final comment in regards to tunneling mechanisms, we refer to the onset of tunneling at the origin of the $I$–$V$ curve for the experimental TJ characteristics in Fig. 4. TJ degradation mechanisms involving saturation would manifest themselves as a delay in the reverse bias turn-on characteristics that are not seen in the experimental data.

Actual LW-VCSELs show voltages with even higher extracted resistivities than our best test structures, as will be shown in Section V. Possible reasons for low acceptor levels include nonoptimized C–In and III–V ratios during the epitaxial deposition process and increased dopant diffusion or compensation during growth of the VCSEL structure versus the Hall samples [14]. Furthermore, the electric field gradient will vary for the actual sample when compared with the Hall samples due to the absence of the alternate highly doped layer of the TJ in the Hall sample, presenting another factor which could serve to displace acceptor ions from their primary lattice sites.
is the distance from the aperture edge, \( R_{td} \) is the TJ on the p-side and n-side, respectively. The \( t \) is the contact layer thickness, \( \sigma_h \) and \( \sigma_l \) are the contact layer conductivity, and \( \xi \) defines a characteristic length which we will use to determine the optimal resistivity of the current spreading TJ aperture.

In order to realize SM VCSEL operation, the current must spread evenly throughout the TJ aperture. Previous work has shown that, in order for the highly resistive layer to provide uniform current spreading, \( \xi \) should be larger than the radius of the current-confining aperture [22]. We hold \( L_h \) and \( \sigma_h \) constant at values which optimize the optical loss/resistance tradeoff from the contact layer. Fig. 6 plots characteristic length versus resistivity for our given structural and material parameters and the minimum resistivity necessary to evenly spread carriers in apertures of between 8–20 \( \mu \)m. Any reduction in resistivity from these values will cause current crowding around the edges of the TJ aperture and enhanced MM VCSEL operation. Our VCSEL results corroborate this model as we see more output power in higher order lasing modes rather than the fundamental mode on devices between 12–20 \( \mu \)m [6]. Devices with 8–\( \mu \)m apertures show SM operation and, concurrently, more uniform current distribution. According to Fig. 6, the resistivity threshold for uniform pumping on an 8-\( \mu \)m aperture is \( 6 \times 10^{-5} \Omega \text{cm}^2 \). While this is a bit higher than our best test structure results, the value is less than what we see in actual devices. Table I shows the p-doping values which correspond to the SM threshold for both 918- and 1200-nm bandgap TJs. We note several observations when considering the data from Fig. 6 and Table I. First, a highly conductive TJ is not the best design for optimized SM performance unless the structure includes an alternate high-mobility layer to spread the carriers uniformly.

Second, large devices for use in high-power multimode applications may be better suited for use with current pumping through a DBR which naturally spreads carriers more evenly throughout an aperture than intracavity schemes. However, a highly reflective, highly conductive, and low-loss epitaxial DBR has been difficult to achieve for 1310-nm emitting devices. Solutions such as wafer-bonded devices incorporating conduction through the DBR add an extra voltage component through the bonded interface, and the use of dielectric or metamorphic DBRs eliminates any opportunity to pump current through the DBRs. Therefore, in the case of SM devices, where output power is typically lower, the added free carrier absorption loss and the voltage drops associated with these DBR schemes may limit the benefits of current conduction through the DBR.

### III. LATERAL CURRENT-SPREADING OPTIMIZATION

Given an intracavity contacting scheme, a simple analytic expression to define the current density as a function of distance from the aperture edge is given by [22]

\[
J = \frac{V_0}{R_{td}} \exp \left( \frac{x}{\xi} \right), \quad \xi = \sqrt{\frac{\sigma_h}{\sigma_l} R_{td}} \tag{5}
\]

where \( x \) is the distance from the aperture edge, \( R_{td} \) is the TJ resistivity, \( L_h \) is the contact layer thickness, \( \sigma_h \) is the contact layer conductivity, and \( \xi \) defines a characteristic length which we will use to determine the optimal resistivity of the current spreading TJ aperture.

### IV. WKB PARAMETER AND TUNNELING PROBABILITY

Before calculating the complete device \( I-V \) and \( L-I \) characteristics, we define the physical limits of tunneling in order
to minimize optical loss using a metric coined by Mars et al., which is the WKB parameter [13]

$$WKB \approx 2 \int_{x_1}^{x_2} \sqrt{\frac{2m^*}{\hbar^2}(E_C - E_f)}dx,$$

(6)

As WKB increases linearly, the tunneling probability $z$ decreases exponentially. The relationship between these parameters can be found elsewhere [13]. The limits of integration $x_1$ and $x_2$ are delineated in Fig. 1 and serve as the constructs for the quantum tunneling width. The energy potential barrier is defined as $(E_C - E_f)$ and closely resembles a triangular potential barrier with an energy barrier defined by $(E_g/2 - q\phi_x)$, where $E_g$ and $\phi$ define the bandgap and electric field, respectively.

The WKB parameter serves as a first-order design metric in determining TJ-layer thickness. The TJ needs to be thick enough so as not to deplete the layers, but as thin as possible to minimize free-carrier optical absorption. Fig. 7 displays the single-pass absorption due to free-carrier losses in the TJ versus the relative offset of the TJ layer from a standing wave null for three-layer thickness variations. We calculate free carrier absorption loss coefficients of 65 cm$^{-1}$ for the p++ side and 20 cm$^{-1}$ for the n++ side for the optimized doping levels on an 8-$\mu$m aperture, which is the most likely to provide SM operation, calculated in the previous section [23]. The corresponding optimized doping levels are $5 \times 10^{18}$ cm$^{-3}$ and $1 \times 10^{19}$ cm$^{-3}$ on the p-side and n-side, respectively, corresponding to absorption coefficient values of 13 cm$^{-1}$ per $1 \times 10^{18}$ cm$^{-3}$ and 2.0 cm$^{-1}$ per $1 \times 10^{-18}$ cm$^{-3}$, respectively. Zero offset corresponds to the n-p interface placed at a standing wave null. A positive relative offset represents the TJ moving towards the active region of the device. The 20-nm n-layer and the 10-nm p-layer serve as our default test structure values. We can reduce the n-layer thickness from 20 to 10 nm and minimize absorption without any increase in the WKB parameter. We can reduce the n- and p-layer thicknesses even further, but we then begin to see an increase in the WKB parameter and orders-of-magnitude reduction in tunneling probability. The greatest advantage gained from reducing layer thickness and optical loss is improved growth tolerances. We observe an order-of-magnitude increase in loss from growth aberrations on the order of tens of nanometers as we increase the 10-nm TJ layers to 20 nm.

V. VOLTAGE CONTRIBUTION OF OTHER SOURCES IN AN INTRACAVITY CONTACTED VCSEL STRUCTURE

Now that we have theoretically designed the TJ to operate at the lowest possible voltage while still facilitating SM VCSEL requirements, we can incorporate the remaining voltage contributors into a complete electrical model for the device. Fig. 8 shows our complete VCSEL structure. $R_t$ represents the distance from the top contact to the center of the TJ, $R_b$ represents the distance from the lower contact to the center of the TJ, and $L$ represents the thickness of the p-cladding layer. The active region diode, intracavity contact related resistances associated with electron transport from the TJ to the top contact, the bottom contact to the active region, p-cladding layer resistances, and other heterobarrier voltages will also contribute significantly to the overall $I-V$ characteristics of these devices.

The fundamental equation governing the n-contact layer lateral spreading resistance is given by [24]

$$R_{sp} = \frac{\rho_n}{2L\pi} \ln \left( \frac{R_{t,b}}{R_{a}} \right),$$

(7)

where $\rho_n$ represents the n-type layer resistivity, $R_{t,b}$ corresponds to either the top or bottom inner contact radius, and $R_{a}$ refers to the TJ aperture radius. We calculate the resistance associated with p-cladding layer vertical transport using the basic equation $R = \rho_pL/A$, where $A$ represents the cross-sectional area and $\rho_p$ corresponds to the p-type cladding layer resistivity. Modeled voltage contributions from each of these, given the geometries and thicknesses associated with our experimental structure, are plotted in Fig. 9 for an 8-$\mu$m TJ aperture. The experimental structure incorporates a 25-$\mu$m top inner contact radius and a 46-$\mu$m bottom inner contact radius. The values for $\rho_n$ and $\rho_p$ are $3.8 \times 10^{-3}$ $\Omega$-cm and 0.4 $\Omega$-cm, respectively, based on InP n- and p-type doping levels of $1 \times 10^{18}$ cm$^{-3}$ and

![Fig. 8. Basic device structure. $R_b$ represents the bottom contact inner radius and $R_t$ represents the top contact inner radius. These two dimensions define the lateral spreading resistance associated with the intra-cavity contacts. $L$ defines the length of the p-cladding layer.](image-url)
5 \times 10^{17} \text{ cm}^{-3}$, respectively [23]. The 0.3-V built-in voltage is inherent to the ungraded AlInAs--InP interface between the InP n-cladding and the undoped AlInAs active region layer [25].

We now calculate amount by which we can reduce the voltage contribution of the spreading, transport, and barrier layers by reducing device geometries to sizes still within our fabrication capability. We decrease the top inner contact radius from 25 to 12 $\mu$m, decrease the bottom inner contact radius from 46 to 25 $\mu$m, reduce the p-cladding layer thickness from 400 to 200 nm, which is a reduction from a full-wavelength layer to a half-wavelength layer, and grade the doping around the heterobarrier to remove the heterointerface voltage. Table II shows the improvement in differential resistance and voltage calculated at 10 mA for an 8-$\mu$m apertured device. The calculated curve which is in strong agreement with the experimental curve is derived using structural and material values associated with the voltage reduction. An experimental $I$–$V$ curve for an 8-$\mu$m VCSEL is plotted in Fig. 10 along with two calculated curves. All calculated curves assume an 8-$\mu$m aperture. The calculated curve which is in strong agreement with the experimental curve is derived using structural and material values equal to those in the experimental structure, which includes an 8-$\mu$m-diameter aperture, a 400-nm-thick n-contact layer, and a 400-nm-thick p-contact layer. In order for the curves to closely match, we must reduce the actual acceptor concentration in the p++ AlInAs layer of the TJ to $1.7 \times 10^{18} \text{ cm}^{-3}$. As mentioned in Section II, the overestimated acceptor concentration can arise from many factors, most of which cause large portions of the C content to act as donors rather than acceptors. Low-temperature AlInAs growth as well as C–In ratio and III–V ratio optimization should improve the acceptor concentration in the p++ layers. Other groups developing TJs for use in 1300-nm VCSELs have demonstrated low-voltage devices and confirm that higher acceptor concentrations are possible, although, to the best of our knowledge, none of these groups have designed TJs to optimize SM characteristics.

The maximum acceptor concentration for SM operation as defined by Table I is $5 \times 10^{18} \text{ cm}^{-3}$ for an 8-$\mu$m device. The second calculated curve in Fig. 10 is a result of combining a TJ with an optimized acceptor concentration and the new device geometries stated in the previous section. This curve presents the optimized $I$–$V$ characteristics for an 8-$\mu$m device. The optimization process reduces the differential resistance from
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current densities will allow excess carriers to contribute directly to the gain at a given current level. Driving the device at higher current levels will allow excess carriers to contribute directly to stimulated emission and improve the output power of the device. Given a thermal impedance value of 1.289°C/mW and the IV characteristics recorded previously [6], we can derive a junction temperature–differential efficiency relationship. We can then apply this relationship to a device exhibiting the optimized I–V characteristics from Fig. 10 in order to predict the differential efficiency at a given current. Using this optimized device design, we see a 1.5-mW increase in output power, which is a significant improvement.

By improving the I–V characteristics, we not only increase the absolute output power, but we also increase the roll-over current of the device. Because the resonance frequency of diode lasers is inherently based on the difference between the drive and threshold currents, increasing the roll-over current will also serve to increase the modulation bandwidth.

VII. SUMMARY

We present a methodology for TJ design and incorporation in SM LW-VCSELs. Using band diagrams and the WKB approximation, we determine the TJ layer thicknesses which optimize tunneling probability and optical loss due to the TJ. We find that our present 20-nm n++-InP layer can be reduced to 10 nm without any loss of tunneling probability.

Once we determine the physical dimensions of the TJ, we examine the effects of varying the doping levels from our expected levels of 5 \times 10^{19} \text{cm}^{-3} on the n-side and 2 \times 10^{20} \text{cm}^{-3} on the p-side and attempt to match experimental TJ results with calculated curves. While it is evident from inspection that our experimental results do not resemble characteristics of highly degenerate TJs, we quantify the discrepancy as an order of magnitude reduction in acceptor concentration on the p++ side of the TJ. Variations in donor concentration do not prove to have much ef-

fect on the operation of InP-based TJs.

While our designed doping levels would yield low voltage devices, the TJs would not support single-mode operation of VCSELs. An 8-μm aperture requires a minimum resistivity of 6 \times 10^{-5} \mO \text{cm}^2 to uniformly inject current into the active region. This resistivity corresponds to an acceptor concentration of 5 \times 10^{18} \text{cm}^{-3}, which is more than an order of magnitude less than our design levels. Given this optimized resistivity and doping level, we calculate the I–V and I–I characteristics for an optimized 8-μm device and predict devices operating well under 3 V and SM output powers exceeding 3.5 mW.
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Fabrication and molecular beam epitaxy regrowth of first-order, high contrast AlGaAs/GaAs gratings
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We present a fabrication technique and molecular beam epitaxy (MBE) regrowth of first-order, high contrast AlGaAs/GaAs diffraction gratings for laser emitting at 980 nm. An immersion holography technique is used to uniformly pattern first-order gratings with a pitch of 155 nm. MBE is used to overgrow Al0.75Ga0.25As on etched GaAs gratings. It is found that slow growth rates with optimum arsenic overpressure are necessary to overgrow gratings with low pitting defect densities. These first-order, high contrast gratings are integrated as distributed Bragg reflectors in an edge-emitting laser structure. Single-mode emission at 1 μm with a side mode suppression ratio greater than 30 dB is demonstrated. © 2006 American Vacuum Society. [DOI: 10.1116/1.2190679]

I. INTRODUCTION

Photonic integrated circuits are providing a solution to the growing demands for low-cost optoelectronics with increased device functionality and improved performance. With lower costs and improved performance, applications for photonic integrated circuits are emerging. For instance, high-efficiency, short-cavity transmitters have recently been developed as part of an optical solution to the growing bandwidth and path-length requirements of chip to chip optical interconnects.1 These edge-emitting transmitters have higher output powers and bandwidths than conventional vertical-cavity lasers and are therefore able to drive “receiverless” architectures. To accommodate the high power, high-efficiency, and high temperature specifications of an optical interconnect, transmitters operating at a wavelength of 980 nm were fabricated on GaAs.2

A key component within these integrated 980 nm transmitters is the distributed Bragg reflector (DBR), which enables single-frequency operation. Fabrication of DBRs for lasers based at 980 nm or shorter wavelengths on GaAs is challenging due to the shorter grating pitch compared to conventional 1550 nm DBRs on InP. For 980 nm DBRs, higher order gratings are used, but these higher order gratings suffer from lower coupling coefficients, larger footprints, and increased loss.3 Surface gratings and deeply etched gratings have also been used; these take advantage of the large index of refraction difference between semiconductor and air but require very smooth and precise etching techniques and have increased scattering and diffraction losses.4,5

In this work, we present an immersion holography technique for the fabrication of first-order gratings. Regrowth over the gratings is accomplished by molecular beam epitaxy (MBE). There have been a few reports of using MBE to regrow gratings, but these generally involve higher order gratings and use lower contrast AlGaAs (x < 0.45), resulting in a lower grating coupling coefficient κ.6–8 In order to maximize κ, Al0.75Ga0.25As was overgrown for the realization of strong reflectors with small footprint. The quality of the regrown gratings was studied by varying the growth rate and growth temperatures and evaluated using atomic force microscopy (AFM) and scanning electron microscopy (SEM). These first-order AlGaAs/GaAs DBRs were then successfully integrated into an edge-emitting laser structure.

II. HOLOGRAPHY

We have chosen to use holography over direct e-beam writing to pattern gratings due to advantages of cost, throughput, and simplicity. Figure 1 shows a diagram of the setup. In our holography setup, a HeCd laser emitting at 325 nm is used as the source. The beam is expanded through a pinhole and is incident on a rotational stage consisting of the sample and an optical mirror. The reflection from the mirror creates a standing wave pattern which exposes the photoresist on the sample surface in a spatially periodic manner. The resulting grating pitch λ is controlled by the stage angle θ by the following equation, \( \Lambda = \lambda_{\text{laser}} / 2 \sin \theta \), as plotted in Fig. 2.

With the 325 nm wavelength of the HeCd laser, a stage angle of \( \theta = 45^\circ \) results in \( \Lambda \approx 240 \text{ nm} \), suitable for 1550 nm based applications, as shown by the right stage in Fig. 1. By rotating the sample and mirror relative to the incident light, the grating pitch can be adjusted. At the limiting incident angle of 90°, the pitch can be reduced to 163 nm, but this is an impractical exposure angle and is unsuitable for gratings at 980 nm.

In order to achieve \( \Lambda = 155 \text{ nm} \) necessary for first-order 980 nm Bragg gratings, a shorter incident wavelength must be used in the holography setup. However, we have developed a more elegant solution of reducing the effective wavelength of the HeCd source using a prism. As shown by the left stage in Fig. 1, a prism replaces the conventional mirror stage. The sample is adhered to one side of the prism with xylene, which also acts as an index-matching fluid. The expanded laser beam enters the prism through the hypotenuse face of the prism and standing wave patterns are created.
from reflections from the two sides of the prism. As shown in Fig. 2, the wavelength of the HeCd source is reduced by $n_{\text{prism}}=1.482$, and the resulting pitch at $\theta=45^\circ$ is $\sim 155$ nm. The hypotenuse face of the prism was antireflective coated to prevent unwanted reflections.

To pattern the GaAs wafers, first photoresist was spun onto the samples which were then patterned using the immersion holography technique. Typical exposure energies were 30 mJ. After developing the exposed photoresist, the samples were subjected to a 7 s $O_2$ plasma ashing to ensure that the semiconductor is clearly exposed at the bottoms of the photoresist gratings. The duty cycle of the gratings can be controlled by the exposure time and power of $O_2$ plasma ashing. Next, the grating pattern was transferred into the GaAs wafer by using an inductively coupled plasma reactive ion etch with $Cl_2–BCl_3–Ar$. The target etch depth was 45 nm deep. Figure 3 shows a SEM image of the etched gratings. The gratings are uniform with square shape. Finally, the samples were cleaned for regrowth. The grating pitch can be accurately measured by placing the finished sample back on the prism and measuring the diffraction angle of the incident beam.

III. MBE REGROWTH

All growths and regrowths were performed in an ultrahigh vacuum Varian Gen II solid-source MBE system with valved As source. To study the quality of overgrowth on gratings by MBE, the growth rate and growth temperature $T_g$ were varied. The gratings used for these regrowths were fabricated without the use of the prism for simplicity. Gratings were etched into 1 $\mu$m GaAs epi templates grown on (100) GaAs substrates. Regions of each sample were covered with $Si_xN_y$ prior to holography and selectively etched in order to obtain both regions with and without gratings. Prior to loading into the MBE chamber for regrowth, the $SiN$ was removed and the samples were subjected to a 1 h UV ozone treatment followed by 30 s 1:2 BHF:DI dip.

Oxide desorption was kept consistent throughout the regrowths. With an $As_2$ overpressure of $1\times 10^{-5}$ (V/III ratio=25), the substrate was heated to a temperature of 620 °C, as measured by an optical pyrometer, upon which (4 $\times$ 2) reconstruction could be seen. The substrate was then held at 625 °C for 2 min before cooling to growth temperature. It was found that holding the substrate hotter or longer resulted in significant surface migration of the GaAs grating tooth, essentially destroying the square grating shape. While not used in this work, including a hydrogen radical cleaning step prior to oxide desorption has been shown to effectively remove oxides and contaminants.9,10 This would eliminate the need for high temperature thermal oxide desorption to further preserve the grating shape and improve regrowth quality.

Regrowths consisted of first depositing 1 nm of GaAs followed by a 6 nm grade up to $Al_{0.75}Ga_{0.25}As$. After 900 nm of $Al_{0.75}Ga_{0.25}As$, the regrowth finished with a 45 nm grade down to 100 nm of GaAs. Initial regrowths were performed with a V/III ratio of 25. Digital superlattices were used for the AlGaAs which has been found to result in better material quality than compared to analog growth.8 When regrowing over gratings using growth conditions of 1 $\mu$m/h growth rate at $T_g=600$ °C, the resulting epi was rough and had dense pitting defects, as shown in Fig. 4(a). To reduce the pitting defects, the growth rate was slowed and the substrate temperature was varied. Slowing the growth rate has been shown to reduce threading dislocation defects.8 Similarly, we found that the pitting defect density was reduced for slower growth rates of 0.5 and 0.2 $\mu$m/h, as shown in Figs. 4(b) and 4(c). In addition, three substrate temperatures of 585, 600,
and 615 °C were used to observe the effect of $T_g$. While not as pronounced, hotter growth temperatures tended to somewhat reduce pitting defects.

While slowing the growth rate and increasing the growth temperature improved growth over grating regions, growth over field regions without gratings became rougher. Field regions grown either at 0.2 $\mu$m/h or at 615 °C yielded rms roughness values in excess of 13 Å. It was found that a lower V/III ratio was needed to smooth out the field regions, resulting in rms roughness values of around 3 Å. Lowering the arsenic overpressure did not adversely affect growth over grating regions. The final regrowth condition used was an initial slow growth rate of 0.2 $\mu$m/h at $T_g=585$ °C with a V/III ratio of 15. After 0.5 $\mu$m of growth, the cell temperatures were heated and the remainder of the growth occurred at a growth rate of 1 $\mu$m/h, also at $T_g=585$ °C. Figure 4(d) shows an AFM image of regrowth over gratings with the dual growth rate conditions. While the finished growth is not planar, this should not adversely affect the gratings since the surface is significantly far away from the lasing mode. It is more important to note that the pitting defects have been minimized, which would be a larger source of scattering loss.

**IV. DEVICE PERFORMANCE**

To investigate the performance of the gratings, the gratings were monolithically integrated into a DBR laser structure, with a side-view schematic as shown in Fig. 5. The gain section is 250 $\mu$m long; a DBR is used for the rear mirror and a cleaved facet is used for the front mirror. Behind the DBR is active material that serves as a back absorber to prevent reflections back into the cavity.

Complete details of the epitaxial structure and fabrication process can be found in Ref. 2. A centered quantum well structure was used consisting of three InGaAs/GaAs sandwiched between Al$_{0.3}$Ga$_{0.7}$As waveguides. A 65 nm GaAs layer above the waveguide serves as the grating and regrowth layer. After patterning and etching gratings using the immersion holography technique, regrowth was performed to overgrow a 1.8 $\mu$m thick Al$_{0.75}$Ga$_{0.25}$As p cladding. The dual growth rate conditions similar to the one used for Fig. 4(d).
were applied for these DBR lasers. Figure 6 shows a SEM of a regrown laser structure, showing both active and grating regions. From the SEM, overgrowth on the gratings has resulted in a somewhat triangular shape. This is most likely due to some diffusion that occurs during the entire regrowth, which has decreased the tooth depth to \( \approx 25 \text{ nm} \) from a target etch depth of \( \approx 40 \text{ nm} \). This slight reduction in \( \kappa \) can be improved by increasing the etch depth and adjusting the duty cycle.

The DBR lasers were tested under continuous wave (cw) operation, and the light and voltage characteristics are plotted in Fig. 7. The devices were operated single mode at 1003 nm with 30 dB side mode suppression, as shown in the inset. A threshold current of 16 mA \( (J_{th}=2133 \text{ A/cm}^2) \) was measured and output powers of 5 mW were achieved with a gain section current of 45 mA.

To calculate the \( \kappa \) of the gratings, the subthreshold spectra of the DBR laser were measured, as shown in Fig. 8. Using the method described by Yee et al., the subthreshold mode spacing was measured to be \( 0.49 \). The simulated effective group index \( n_{ge} \) of the laser structure is 3.85. From this, the effective cavity length \( L_{eff} \) is 267 \( \mu \text{m} \), which corresponds to a \( \kappa \) of \( 312 \text{ cm}^{-1} \). From measurements on the SEM, this value is slightly lower than the simulated \( \kappa \) of \( \approx 400 \text{ cm}^{-1} \) for a triangular shaped grating for a tooth depth of 25 nm. Nevertheless, high-\( \kappa \) gratings have been demonstrated and implemented in a DBR laser structure.

V. SUMMARY

In conclusion, first-order, high contrast AlGaAs/GaAs diffraction gratings have been developed and implemented into a DBR laser emitting at 980 nm. An immersion holography technique has been developed to fabricate uniform gratings, and optimum regrowth conditions by MBE were found to overgrow and fill in the gratings. The gratings were successfully integrated in a DBR laser structure resulting in single-mode emission at 1 \( \mu \text{m} \). While initial results of the DBR laser showed relatively low output powers, this could be improved by increasing the injection efficiency of the material. Additional optimization of the epilayer structure could also be made, particularly band engineering the GaAs regrowth layer to eliminate this hole barrier in the laser section and improve the waveguiding for optimal modal overlap with the active region. Further improvements to the gratings could be made by adding additional hydrogen cleaning and adjusting for diffusion during regrowth.
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Abstract: Short-cavity, 980nm DBR lasers with integrated EAMs were designed and fabricated using a quantum well intermixing processing platform. RF bandwidths of 16GHz were achieved and open eyes at 10Gb/s were observed with >7dB dynamic extinction.

1. INTRODUCTION

For photonics to replace electronics in applications such as board-to-board and chip-to-chip level interconnects, there is a clear need for increased speed and efficiency. Vertical cavity lasers have demonstrated high efficiencies, but operation to higher data rates is challenging [1]. We have previously demonstrated high efficiency, short-cavity distributed Bragg reflector (DBR) lasers at 1.55 µm with integrated, high bandwidth (25 GHz) electro-absorption modulators (EAM) [2]. By using a quantum well intermixing (QWI) integration platform, the laser and modulator can be simultaneously optimized for high performance. Recently, 980 nm DBR lasers with quantum well intermixed passive sections have been demonstrated with output powers up to 400 mW [3]. Moreover, intermixed quantum well (QW) EAMs have also shown promise to extend data rates up to 40 Gb/s and beyond [4]. Here, we present a short-cavity, 980 nm, DBR laser using a QWI platform in the InGaAs/GaAs/AlGaAs material system, monolithically integrated with a high-speed EAM demonstrating 16 GHz of 3dB bandwidth.

2. DEVICE

The integrated DBR laser-EAM is designed with 3 sections: gain, front DBR mirror, and EAM, as shown in the side-view schematic of Fig. 1a. A high reflectivity (HR) coating is applied to the rear facet. The gain section of the device is 110 µm long designed for low thresholds and high slope efficiency. The front DBR is 20 µm long and makes use of deep gratings, targeting a coupling coefficient, (κ), of 650 cm⁻¹. The epitaxial base structure consists of 3 InGaAs/GaAs quantum wells centered between two Al₀.₃Ga₀.₇As waveguide layers, as shown in Fig. 1b. The upper waveguide also includes a GaAs regrowth layer followed by a sacrificial InGaP layer. An impurity-free quantum well intermixing process described in [5] was used to monolithically integrate high-speed QW-EAMs with the DBR laser. Selective intermixing of the EAM, DBR, and passive regions of the device was achieved by depositing SiO₂ followed by a rapid thermal anneal (RTA) at 850°C. The gain section of the laser was maintained at the as-grown band-edge, λ̂ₚ₈ = 977 nm, by applying a surface fluorination treatment to suppress intermixing. Figure 2a shows the photoluminescence (PL) spectra for the two band-edges used for this work; the EAM and passive regions (λ̂ₚ₈ = 949 nm) were intermixed 28 nm from the active band-edge. Following QWI, the sacrificial InGaP layer is removed, and first order gratings are patterned using an immersion holography technique and dry etched into the GaAs regrowth layer [6]. Regrowth of the upper p-cladding and p-contact was performed by molecular beam epitaxy [6]. Ridge waveguides 3 µm wide were patterned, benzocyclobutene (BCB) was defined beneath the EAM contacts for low capacitance, and isolation was accomplished by proton implantation. The wafers were thinned, backside metalized, and cleaved into bars. Subsequently, the front and rear facets of cleaved bars were AR and HR-

FIGURE 1. (a) Side view schematic of the integrated short-cavity DBR laser-modulator, illustrating the Gain, DBR, and EAM sections. (b) Epitaxial base structure. To the right illustrates the intermixing process used: (i) surface fluorination followed by SiO₂ deposition; (ii) removal of the SiO₂ and fluorination layer; (iii) deposition of a second SiO₂ layer; (iv) RTA to drive vacancies down through the multiple quantum well active region.
coated, respectively. Finally, the devices were mounted onto AlN carriers and wire-bonded to RF pads for high-speed testing. A scanning electron micrograph (SEM) of a fabricated 4-element array is shown in Fig. 2b.

3. RESULTS
The DBR laser had a threshold current of 5 mA and demonstrated output powers up to 6 mW at a gain section current of 50 mA, as shown in Fig. 2c. We expect to see higher output powers upon improving the low injection efficiency of these devices. The 125 µm long integrated EAM exhibited over 10 dB of optical extinction with 5 dB/V efficiency, and the small signal 3dB modulation bandwidth was measured to be 16 GHz, as shown in Fig. 3a and 3b, respectively. Large signal digital modulation experiments were performed at 10 Gb/s using a nonreturn to zero pattern and a pseudorandom-bit-sequence of $2^{31}$. Open eye diagrams were achieved with 7.7 dB dynamic extinction at a DC bias of -2.5 V and a 3 V peak-to-peak swing. Corresponding bit error rate (BER) curves is plotted in Fig. 3c, demonstrating error-free operation at $10^{-9}$. Higher data rates were not able to be tested due to equipment limitations.

4. CONCLUSION
We have demonstrated short-cavity DBR lasers emitting at 980 nm with integrated QW-EA modulators fabricated using a QWI platform. The integrated QWI EAMs demonstrated 16 GHz bandwidth and error-free operation at 10 Gb/s, with further optimization possible for increased high-speed performance. With QWI, the band-edge of each section of the device can be individually optimized, resulting in monolithic integration of lasers with high-performance QW-EAMs.
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Abstract: Spin gratings lasting longer than the carrier lifetime are measured in lightly \(n\)-doped quantum wells. In a magnetic field, precession of the grating is observed, and diffusion rates are determined by varying the grating period.
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The use of spins to store and transmit information requires an understanding of both spin relaxation and transport. In semiconductor systems, time-resolved optical pump-probe measurements are often used to study these phenomena, demonstrating long-lived (tens of nanoseconds) electron spin polarizations that can be transported over distances greater than 100 \(\mu\text{m}\) [1]. Transient spin grating experiments are similar to pump-probe measurements but two pump pulses are used to generate a grating of spins with alternating polarizations. For crossed-linear polarized pump pulses, the net polarization varies from right-circular to left-circular, which modulates the carrier spin orientation across the sample. (For co-linear polarized pump pulses, the intensity across the sample is modulated, leading to a population grating.) A delayed probe pulse is diffracted off of this grating until the grating decays due to spin relaxation and diffusion. These transient spin gratings have been measured in undoped GaAs quantum wells (QWs) [2,3], giving the electron spin relaxation times and diffusion rates. Recently, spin Coulomb drag in highly \(n\)-doped QWs was demonstrated by examining the decay of spin gratings [4]. In these experiments, the spin gratings typically decayed with a time constant on the order of 10 ps, before recombination of the optically generated carriers. This summary describes experiments in lightly \(n\)-doped GaAs QWs, in which spin gratings can last about 1 ns, long after carrier recombination. In the presence of a magnetic field in the QW plane, the spin grating precesses, leading to a signal that oscillates at twice the precession frequency. The results demonstrate the generation of a spin grating of itinerant electrons and give insight into spin dynamics in semiconductors.

![Fig. 1. (a) Sample reflectivity with the lowest exciton (x) and trion (t) states labeled. The QW profile is inset in the graph. (b) Transient population (grey line) and spin (black line) gratings vs probe delay taken with a magnetic field of 2 T. The probe was set to 804.8 nm. The inset displays the spin grating orientation for maximum and minimum signal.](a1512_1.pdf)

The sample used for these measurements consists of 10 periods of coupled GaAs QWs, with Silicon modulation doping centered in the 41 nm \(\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}\) barriers. The coupled QWs are 10 nm and 12 nm in width, separated by a 2.5 nm \(\text{Al}_{0.2}\text{Ga}_{0.8}\text{As}\) tunnel barrier [see inset of Fig. 1(a)]. The sample was designed to have an electron concentration of \(\sim 2 \times 10^{10} \text{ cm}^{-2}\) per pair of wells, with the electron wavefunction extending into both wells. A distributed Bragg reflector is behind the QWs, so the reflectivity of the sample [Fig. 1(a)] is essentially double-pass
transmission. Transient grating experiments were performed with the pumps set to the exciton/trion resonance near 804 nm with a bandwidth of ~4 nm. The linear polarized probe was made spectrally narrow (~0.2 nm) using a pulse shaper and was typically set near the trion resonance.

Figure 1(b) displays transient population and spin gratings in the presence of a 2T magnetic field oriented in the QW plane. The population grating decays with a time constant of 280 ps [5]. For crossed-linear polarized pumps, spins are initially oriented perpendicular to the QW planes but precess about the magnetic field at the Larmour frequency. The inset of Fig. 1(b) displays the changing orientation of the spin grating relative to the probe optical axis. When the spin grating is aligned with the optical axis of the probe (perpendicular to the QW planes), the contrast in the optical susceptibility across the grating is at its maximum. When the spin grating is oriented in the QW plane, the optical susceptibility is uniform for the probe, thus giving no diffracted signal. The field of the diffracted beam oscillates at the Larmour frequency, so the intensity oscillates at twice this frequency. The oscillation frequency in Fig. 1(b), 15.5 GHz, was confirmed to be double the precession frequency by time-resolved Kerr rotation (TRKR) measurements. The spin grating signal can be fit to the square of a decaying cosine, \[ A \cos(\omega t + \phi) \exp(-t/\tau) \]. This fit gives a decay time of 0.92 ns.

The population and spin gratings decay due to both relaxation and diffusion according to \[ \gamma_{ps,rg} = D_{p,s} q^2 + \Gamma_{p,s} \]. The population (spin) grating decay rate is \( \gamma_{ps} (\gamma_{rg}) \), the diffusion rate is \( D_p (D_s) \), the relaxation rate is \( \Gamma_p (\Gamma_s) \), and the grating wavevector is \( q \). The data in Fig. 1(b) was taken with a pump angle of ~4.3° (grating period \( \Lambda = 10.7 \mu m, q = 0.59 \mu m^{-1} \)). Measurements were taken for a series of grating spacings with the probe at the exciton (804.2 nm) and the trion (804.8 nm) resonances. The grating decay rate is plotted vs. \( q^2 \) in Fig. 2 for (a) the population gratings and (b) the spin gratings. The decay rate appears to be fairly linear with \( q^2 \), and the slope is not significantly different for the two probe wavelengths. The slopes give \( D_p = \sim 28 \text{ cm}^2/\text{s} \) and \( D_s = \sim 13 \text{ cm}^2/\text{s} \), and the intercepts give \( 1/\Gamma_p = 148 \text{ ps} \) (350 ps) and \( 1/\Gamma_s = 880 \text{ ps} \) (1530 ps) for the probe at the exciton (trion). Since the spin grating decay time is much longer than the population relaxation time (i.e. the recombination time), we attribute the spin grating to the itinerant electrons. The dependence of the spin relaxation time on probe wavelength is not well understood. TRKR measurements also show an interesting dependence on probe wavelength with two precession frequencies appearing under some conditions. Further work must be performed to understand this unique behavior.

![Figure 2](a) Decay rate of population and (b) spin gratings as a function of the grating wavevector squared. The probe was set to the exciton (trion) energy for the circles (squares). The lines are linear fits to the data points.

Transient grating experiments provide a useful tool in studying spin dynamics. The technique has a number of advantages over the more common method of TRKR in that the signal is background free and it allows easy measurement of spin diffusion. Until now, measurements have been in systems where the spin gratings decayed rapidly, before carrier recombination. The results in this summary demonstrate spin gratings that last longer than the carrier lifetime, indicating the formation of spin gratings of itinerant electrons. These measurements have also been performed for the first time in a magnetic field, exhibiting oscillations at twice the Larmour precession frequency.

[5] Since the diffracted intensity is proportional to the square of the grating amplitude, the signal decays with time constants half of those given in the text.
Nondestructive Optical Measurements of a Single Electron Spin in a Quantum Dot


Kerr rotation measurements on a single electron spin confined in a charge-tunable semiconductor quantum dot demonstrate a means to directly probe the spin off-resonance, thus minimally disturbing the system. Energy-resolved magneto-optical spectra reveal information about the optically oriented spin polarization and the transverse spin lifetime of the electron as a function of the charging of the dot. These results represent progress toward the manipulation and coupling of single spins and photons for quantum information processing.

The prospect of quantum computation in conventional material systems has spurred much research into the physics of carrier spins in semiconductor quantum dots (QDs) (1). An important element necessary for spin-based quantum computing is the readout of the qubit spin state. Previously demonstrated schemes for single spin readout in a QD include optical measurements, such as photoluminescence (PL) polarization (2, 3) or polarization-dependent absorption (4, 6). Single spins can also be read out electrically by measuring the spin-dependent probability for an electron to tunnel out of the
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dot (7). However, these methods are destructive, in that they either remove the spin from the dot or drive transitions in the system with a resonant optical field. In contrast, we describe measurements of a single electron spin using Kerr rotation (KR), in which the spin state is probed nonresonantly, thus minimizing disturbing the system. This effective spin-photon interaction has been shown to allow for Schrödinger’s cat—measurements to probe quantum effects such as measurement-induced decoherence and spin squeezing (8, 9), as well as the implementation of quantum information protocols involving spin-photon entanglement (10) and optically mediated spin-spin entanglement (11–13).

In the present work, the electrons were confined to a single charge-tunable QD formed by monolayer fluctuations at the interfaces of a gallium arsenide (GaAs) quantum well (QW). The QD layer was centered within an optical microcavity with a resonance chosen to enhance the interaction of the optical field with the QD at energies well below the lowest interband transition. By the application of a transverse magnetic field, the electron spins can be depolarized in a Hanle-type measurement, thereby yielding information about the spin lifetime.

The magneto-optical Kerr effect results in a rotation of the plane of polarization of linearly polarized light with energy $E$ upon reflection off the sample and is analogous to the Faraday effect for transmitted light. For both effects, the rotation angle is determined by the difference of the dynamic dielectric response functions for left and right ($\sigma^-$ and $\sigma^+$) circularly polarized light, which are proportional to the interband momentum matrix elements $\langle \psi_\uparrow | \hat{p}_x \pm i \hat{p}_y | \psi_\uparrow \rangle$, where $\psi_\uparrow$ ($\psi_\downarrow$) is a conduction (valence) band state (14, 15), and $\hat{p}_x$ and $\hat{p}_y$ are the components of the electron momentum operator perpendicular to the growth direction. As a result of the microcavity, both reflection and transmission contribute to the measured polarization rotation. For simplicity, we refer only to KR. For a single conduction-band energy level in a QD containing a spin-up electron in a state $|\psi_\uparrow\rangle$, optical transitions to the spin-up state are Pauli-blocked, and the KR angle $\theta_K$ is then given by

$$\theta_K(E) = CE \sum_{n = -\infty}^{\infty} a_i |\langle \psi_\uparrow | \hat{p}_i | \psi_\uparrow \rangle|^2 \left( \frac{E - E_0}{E - E_0} \right)^2 + \Gamma_v^2$$

where $C$ is a constant, and $E_0$ and $\Gamma_v$ are the energy and linewidth of the transition involving $|\psi_\uparrow\rangle$, respectively. We focus on a single transition in the sum in Eq. 1 and drop the index $v$. For $\Gamma << |\Delta| << E$, where $\Delta = E - E_0$ we note that $\theta_K \sim \Delta^{-1}$, which decays slower than the absorption line ($\sim \Delta^{-2}$) (15, 16). Therefore, for a suitable detuning $\Delta$, KR can be detected whereas photon absorption is strongly suppressed.

The sample structure (Fig. 1A) is grown by molecular beam epitaxy and consists of a single 4.2-nm GaAs QW in the center of a planar aluminum GaAs (Al0.3Ga0.7As) $\lambda$-cavity (17). The reflectivity of the sample at 10 K (Fig. 1D) shows a resonance centered at 763.6 nm (1.624 eV) with a quality factor of 120. The probe light effectively interacts with the spin many times as it is reflected back and forth within the cavity. As a result, the polarization rotation described by Eq. 1 occurs repeatedly, enhancing the small, single spin KR angle (18). Based on previous measurements with similar cavities (19, 20), we expect the KR at the peak of the cavity resonance to be enhanced by a factor of 15.

The band profile for our structure (17), calculated with a one-dimensional self-consistent Poisson-Schrödinger solver, is shown in Fig. 1B. By the application of a bias voltage $V_b$ across the structure, the conduction-band minimum in the QW can be made to plunge beneath the Fermi level, charging first the QDs, then the well itself (21, 22). The onset of this charging occurs around 0.5 V (Fig. 1C) according to the band-structure calculation.

A continuous wave (cw) Ti-sapphire laser (1.654 to 1.662 eV) is focused through a microscope objective (spot size ~2 µm) on the sample at temperature $T = 10$ K to excite electron-hole pairs into the continuum of states in the QW. The carriers then relax into the QDs, and the subsequent PL is collected through the same objective, dispersed in a spectrometer, and detected by a liquid nitrogen-cooled charge-coupled device. In a typical single-dot PL spectrum as a function of the applied bias (Fig. 2A), the sharp features (linewidth ~100 µeV) are characteristic of single-dot PL (23), demonstrating the presence of only one QD within the laser focus. Above 0.5 V, a single line is observed at 1.6297 eV, which is attributed to recombination from the negatively charged exciton (trion or X$-$) state. Below 0.5 V, this line persists faintly, and a bright line appears 3.6 meV higher in energy because of the neutral exciton (X$^0$) transition. The presence of the X$-$ line at $V_b < 0.5$ V implies that occasionally a single electron is trapped in the dot, forming an X$^-$ when binding to an electron and a hole. In addition, a faint line at 1.6292 eV is visible from radiative decay of the biexciton (XX). These assignments of the observed lines are consistent with measurements on
similar structures (2, 22) and are further supported by the linear dependence of the X’ and X0 lines and the quadratic dependence of the XX line on the excitation intensity. Figure 3C illustrates these three optical transitions. In this QD, we see no evidence of a positively charged exciton.

With circularly polarized excitation, spin-polarized electrons and heavy holes can be pumped into the QD because of the optical selection rules of the GaAs QW (2, 24). For the purposes of this discussion, spin polarization parallel to the optically injected electron spin polarization will be referred to as “spin up” and the opposite spin as “spin down.” Information about the spin polarization in the QD can be gained from the polarization of the PL (2). The circular polarization of the PL is determined by switching the helicity of the pump from ε+ to ε− and measuring the intensity of the ε+− and ε−-polarized PL (I+ and I−, respectively). The polarization is then defined as

\[ P = \frac{(I^+ - I^-)}{(I^+ + I^-)} \]

and is shown for the X0 and X lines in Fig. 2B, in agreement with earlier results (2, 22).

The polarization of the X’ line is determined by the hole spin, as the two electrons in the trion form a spin-singlet state. In the uncharged regime (Vb < 0.5 V), the negative polarization of the X’ PL indicates that the heavy hole undergoes a spin flip before recombination in most cases. Hole spin flips may occur either during energy relaxation in the QW (25) or by an exchange-mediated electron-hole spin flip (26). Regardless of the hole spin-flip process, after the recombination of the X’, the electron left in the QD is polarized in the spin-up direction. In this way, both optical injection and trion recombination serve to pump lone spin-up electrons into the QD.

When the dot is initially charged near Vb = 0.5 V, the now dominant X’ line remains negatively polarized, resulting in continued pumping of the spin-up state. As the electron density in the QW increases with higher applied bias, the X’ polarization becomes positive, as has been previously observed (2, 22).

In a transverse applied magnetic field, the electron spins precess, depolarizing the PL. The hole spins do not precess (27) because the heavy and light hole states are split [by ~20 meV in our sample (28)], leading to an effective heavy-hole g factor of zero in the plane of the QW. Hanle measurements on this dot are summarized in Fig. 2C. In the charged regime, at Vb = 0.9 V, no depolarization of the X’ PL is observed, as expected for polarization resulting from the hole spin. The case is markedly different at Vb = −0.8 V, in the uncharged regime. Here, the (negatively polarized) X’ line is depolarized with a half-width B1/2 = 80 G. With an estimated electron g factor of \( g_e = 0.2 \) (2), B1/2 = 80 G corresponds to a time-averaged transverse spin lifetime \( T_2^* \) = \( h/B_{1/2} g_e \mu_B \) = 7 ns, where \( \mu_B \) is the Bohr magneton and \( h \) is Planck’s constant \( h \) divided by 2π. This sharp Hanle peak has been previously attributed to the electron spin in the QD, before X’ formation (2). The X’ line shows a much broader peak (B1/2 = 4.1 kG), with a small narrow component at low field. The broad component is consistent with the radiative lifetime of the exciton (~50 ps) (4). The narrow component has a B1/2 = 95 G, which is similar to the X’ width. Indeed, this narrow peak is expected if a lone electron in the dot can bind and recombine with a subsequently injected hole. Similar features have been observed in ensemble Hanle measurements in GaAs QWs (29).

In the uncharged regime, spin-polarized excitons or electrons can be pumped into the dot. Both optical injection and trion recombination can be used to pump such states into the QD. In the charged regime, the depolarization is consistent with population of the electron spin (as opposed to the hole spin) and consequent spin flip.

**Fig. 3.** Single-dot KR spectra. (A) Top panel, KR measured with a σ+ - and σ−-polarized pump at Vb = 0.2 V. The PL at this bias is also shown. Middle panel, the sum of the σ+ - and σ− data showing a spin-independent feature Ξ0 at the X0 energy. Bottom panel, the difference of the σ+ - and σ− data with the feature Ξ− at the X energy circled. The circled feature is shown in more detail in (B), as indicated by the large arrow. (B) Single spin KR (Ξ−) at various bias voltages. The blue triangle indicates the energy of the X’ PL line. Fits to the data are shown in red. (C) Illustration of three relevant optical transitions. Solid circles represent electrons, and open circles represent holes. (D) The agreement between the X’ PL energy and the Ξ− energy. The biexciton PL energy is also shown for comparison.

**Fig. 4.** KR depolarization and analysis. (A) KR as a function of transverse magnetic field for various bias voltages. The top two panels show measurements with the probe at various detunings Δ from the X’ energy. (B) \( g_e T_2^* \) determined from the KR half-width. The red triangle indicates the value obtained from the Hanle measurement. (C and D) The amplitude and width of the KR Ξ− feature as a function of applied bias.
serve to pump spin-up electrons. At high bias in the charged regime ($V_b = 0.9$ V), the PL polarization is due to the hole spin, obscuring any information about the electron spin polarization. To address this issue, we require a more direct probe of the spin polarization.

To probe spins in the dot through KR, we focused a second, linearly polarized, cw Ti:sapphire laser onto the sample, spatially overlapping the pump laser (17). The data in the top panel of Fig. 3A show the KR signal as a function of probe energy for $\sigma^+$ and $\sigma^-$ pump helicity. Here, the applied bias is $V_b = 0.2$ V and the QD is in the uncharged regime. The PL at this bias is also shown, with the X$^0$ and X$^+$PL energies indicated by the dotted lines. These energies coincide spectrally with two sharp features observed in the KR data, which we will refer to as $\Xi$ and $\Xi_0$, respectively. In the bottom two panels of Fig. 3A, the sum and difference of the $\sigma^+$ and $\sigma^-$ data are shown. The feature $\Xi_0$ at the X$^0$ energy clearly does not depend on the sign of the injected spin and is similar to features seen in single-dot absorption measurements (30). We attribute this peak to polarization-dependent absorption in the QD. We focus here on the $(\sigma^- \sigma^+)$ data, which represent KR due to the optically oriented spin polarization. The feature $\Xi$ at the X energy only appears in the difference data, indicating that it is due to the injected spin polarization, shown in Fig. 3B at four different bias voltages. For all voltages, the $\Xi$ feature is centered at the X transition energy, indicated by the blue triangles. We can fit these data to Eq. 1 including only a single transition in the sum, on top of a broad background (red lines, Fig. 3B). From the free parameters in these fits, we determine the transition energy $E_0$, amplitude $A$, and width $\Gamma$ of the X KR feature.

Figure 3D shows $E_0$ compared to the energy of the X$^0$ PL line as a function of the applied bias. The two energies agree well and show the same quantum-confined Stark shift. Only at the highest bias, where substantial broadening sets in, do we observe a small anti-Stokes shift between $E_0$ and the X$^0$ PL energy. This effect may be caused by interactions with electrons in the QW. For a single electron spin in the QD ground state, the lowest-energy optical transition contributing in Eq. 1 is the X transition (Fig. 3C). Thus, the $\Xi$ KR feature is due to the measurement of a single electron spin in the QD. We have repeated this measurement on another QD and observed the same $\Xi$ feature, also at the X$^0$ PL energy. The large, broad KR background is likely due to transitions involving excited electron and hole states, which are typically a few milli-electron volts above the lowest transition (23).

If present, a KR feature due to the X$^0$ spin should appear centered at the XX transition energy. The signal-to-noise ratio in our measurement is not high enough to conclusively identify such a feature. Despite the large amplitude of the X$^0$ PL compared to the X$^+$ PL in the uncharged bias regime (10:1), the short radiative lifetime of the X$^0$ state results in a low steady-state X$^0$ population and therefore in a low KR signal.

By applying a transverse magnetic field $B$, we can monitor the depolarization of the single electron spin through the KR signal. In contrast to the Hanle measurements described above, the KR probes the spin in the QD directly and nondestructively, as opposed to being inferred from the spin-dependent formation of the X. The KR as a function of $B$ is shown for three different bias voltages (Fig. 4A). At $V_b = 0.2$ V, in the uncharged regime, a narrow peak is observed with a $B_{1/2} = 52$ G, which is consistent with the X transition measured in this regime. At $V_b = 0.7$ V, where the dot has charged but the PL remains negatively polarized, we measure a somewhat wider KR depolarization curve, with $B_{1/2} = 150$ G. When the QW is charged further, the spin lifetime decreases as shown at $V_b = 1.1$ V, with $B_{1/2} = 1.4$ K. Assuming an effective electron g factor of 2 (2), these half-widths correspond to transverse spin lifetimes of 11, 3.3, and 0.8 ns, respectively.

The electron spin depolarization curves measured at probe energies detuned from the X transition by an energy $\Delta$ are shown in the top two panels of Fig. 4A for $\Delta = -0.3$ meV (at the maximum of the $\Xi$ feature), $\Delta = -2.7$ meV (in the low-energy tail), and $\Delta = +5.0$ meV (on the broad, high-energy feature). The curves have been normalized by their peak values, which vary with probe energy, but show identical lineshapes for a given bias. This suggests that, in this entire range of detuning, the KR of the same spin-polarized electron state in the QD is being probed.

Figure 4B shows $g_T T_2^* = h / B_{1/2} \mu_B$ as a function of the applied bias, measured at a probe energy $E = 1.6288$ eV near the X transition. The dashed line indicates the onset of QD charging. The spin lifetime is largest in the uncharged regime. Here, $g_T T_2^* \sim 3$ ns is consistent with previous measurements (2) in which the spin dephasing is attributed to the random, fluctuating hyperfine field (31, 32). As the dot and well are charged, the electron spin lifetime decreases dramatically. This result can be caused by the increasingly rapid capture of a second electron in the dot, which forms a spin-zero singlet state. Also, as discussed below, spin flips with electrons in the QW are likely to be a relevant mechanism in this regime.

The amplitude of the X KR signal is shown as a function of $V_b$ (Fig. 4C). $A$ decreases in the charged regime, reflecting the lower spin lifetime. We have argued above that spin-up electrons are pumped into the QD in the uncharged regime. Therefore, the constant sign of the KR over the entire range of bias indicates spin-up polarization in the charged regime as well. Contrary to this observed polarization, the positively polarized X PL leaves a spin-down electron in the QD. However, this electron interacts with the bath of electrons in the QW, which is, on average, optically oriented in the spin-up direction. The predominant spin in the QW may be transferred to the electron in the dot via a higher-order tunneling process (33). The finite spin-up polarization measured up to a large bias suggests that these electron-electron spin flips dominate over the X-mediated spin pumping in the charged regime.

As the bias increases above $V_b = 0.5$ V, the width of the X KR feature, $\Gamma$, grows by a factor of six, as shown in Fig. 4D. A similar increase in linewidth is seen in the X PL in the charged regime. This provides further evidence for an increased coupling of the QD to other electronic states as the charging increases.

By probing a single electron in a QD through KR nonresonantly, we demonstrate a direct measurement of the electron spin with minimal perturbation to the system. As a first application, this method reveals information about spin dynamics in single QDs and constitutes a pathway toward quantum nondemolition measurements and optically mediated entanglement of single spins in the solid state. This scheme may also prove useful for nondestructive measurements in a variety of solid-state qubits, such as electrically or chemically synthesized (20) QDs.

References and Notes
17. Materials and methods are available as supporting material online.
34. We thank Y. K. Kato for useful advice and discussions and acknowledge support from NSF and the Air Force Office of Scientific Research.

Supporting Online Material
www.sciencemag.org/content/ru/1133862/DC1

Materials and Methods

References

14 August 2006; accepted 1 November 2006
Published online 9 November 2006;
10.1126/science.1133862
Include this information when citing this paper.