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Introduction:	
	
The	 attached	 contains	 papers	 published	 by	 Professor	 Coldren	 and	 collaborators	 in	
various	 journals	 and	 conferences	 in	 calendar	 year	 2016.	 	 Any	publication	on	which	
Prof.	 Coldren	 is	 named	 as	 a	 co-author	 is	 included.	 The	 work	 has	 a	 focus	 on	 III-V	
compound	 semiconductor	materials	 as	well	 as	 the	 design	 and	 creation	 of	 photonic	
devices	and	circuits	using	these	materials.		The	characterization	of	these	devices	and	
circuits	within	systems	environments	is	also	included.						
	
As	in	the	past,	the	reprints	have	been	grouped	into	several	areas.		This	year	these	are	
all	within	the	Photonic	Integrated	Circuits	(PICs)	category.		Subcategories	called	out	
are	 A.	 Reviews	 of	 Applications,	 B.	 SOAs	 and	 Phase-Sensitive	 Amplifiers,	 and	 C.	 Signal	
Processing	with	Active	Micro-ring	Filters.		
	
The	work	was	performed	with	funding	from	a	couple	of	federal	grants,	some	gift	funds	
from	 industry,	 and	 support	 from	 the	 Kavli	 Endowed	 Chair	 in	 Optoelectronics	 and	
Sensors.	 	 Some	 of	 the	 PIC	 work	 was	 funded	 by	 the	 MTO	 Office	 of	 DARPA	 via	 a	
subcontract	 from	 UC-Davis	 and	 a	 GOALI	 from	 NSF	 together	 with	 support	 from	
Freedom	Photonics.		The	PIC	fabrication	was	performed	in	the	UCSB	Nanofab	facility	
partially	supported	by	the	NSF.			
	
Sub-section	 (A.)	 contains	 three	 invited	 conference	 papers.	 	 The	 first	 discusses	
progress	 toward	 accurate	 optical	 frequency	 synthesis	 from	 both	 a	 DARPA	 and	NSF	
project;	the	second	outlines	plans	for	coherent	lidar	using	our	PICs,	based	upon	a	new	
project	 with	 Lockheed	 Martin	 funded	 by	 DARPA;	 and	 the	 third	 summarizes	 the	
development	of	monolithic	widely-tunable	semiconductor	 lasers	and	 their	evolution	
into	 active	 PICs	 over	 the	 past	 35	 years.	 	 	 Slides	 from	 this	 latter	 presentation	 are	
included.	
	
The	 second	 section	 (B.)	 contains	 two	 journal	 papers	 and	 a	 conference	paper,	 all	 on	
semiconductor-optical-amplifiers	 (SOAs).	 	 The	 first	 journal	 paper	 and	 conference	
paper	 focus	on	the	use	of	saturated	SOAs	as	Phase-Sensitive	amplifiers.	 	The	second	
journal	paper	gives	an	improved	analysis	of	SOA	characteristics,	including	an	accurate	
semiconductor	 gain	 and	 carrier	 recombination	 modeling,	 saturation	 effects,	 and	
multi-wavelength	mixing.	
	
The	 third	 section	 (C.)	 contains	 two	 journal	 papers	 describing	 experiments	 with	
programmable	 active	micro-ring	 filters	 that	we	 constructed	 several	 years	 ago.	 	 The	
work	 was	 carried	 out	 in	 Prof.	 Yao’s	 group	 at	 Ottawa.	 The	 Nature-Photonics	 paper	
discusses	 several	 signal	 processing	 experiments	 that	were	 performed	 using	 energy	
storage	 in	 the	 rings	 to	 integrate	 signals.	 	 The	 second	 paper	 focused	 on	 an	 optical	
buffer	based	on	self-pulsation	in	the	active	micro-ring.	
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Abstract: By using a stable comb as an input reference to an integrated heterodyne optical-phase-
locked-loop consisting of a coherent receiver photonic IC with a widely-tunable laser, high-speed 
feedback electronics, and an RF synthesizer, accurate optical frequencies across multiple comb 
lines can be generated. Initial results will be presented.  
OCIS codes: (250.0250); (250.5300); (250.5960); (250.3140)  

 

Beginning with a single stable optical reference tone, it has been shown that a broad comb of lines with similar 
stability and linewidth can be generated.  This has been done by phase locking one line of a mode-locked InP-based 
photonic IC laser to such a reference with an integrated high-bandwidth optical phase-locked loop (OPLL) [1].  
Variations of the mode-locked laser (MLL) also contained a gain-flattening filter that broadened the optical comb 
into the multi-terahertz range [2].  This comb source is then used as a reference for a second heterodyne OPLL, 
which contains a widely-tunable laser that can be tuned across the C-band [3,4].  Tuning between comb lines is 
accomplished with a tunable RF synthesizer for offset locking.  Two techniques of offset locking have been 
demonstrated:  (a) the RF was applied to an optical modulator following the tunable laser and an optical sideband 
was used for locking [5]; (b) the RF was applied to an electronic mixer following optical detection in the heterodyne 
receiver and the RF difference frequency used for locking [6].  Figure 1 illustrates this system.  In this case the MLL 
is also actively mode locked with a fixed fRF1for more stability.  The tunable frequency fRF2 is varied from a low 
value to at least half of the comb line spacing for full wavelength coverage. 

 

Reference
MLL w/

OPLL
Heterodyne 

OPLL

RF ref. fRF2RF ref. fRF1

fref

f1

...
f2 f3 f4 f5 f6 f7 f8 f9 f10 ...f11f12

fref

...
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fref

fSG-DBR

Integrated Optical Frequency Synthesizer 

 
Fig. 1. Integrated optical frequency synthesizer system.  The components within the dashed box could be on one chip, although initially they have 

been separate.  

Figure 2 gives a schematic of the integrated MLL/OPLL using a ring MLL geometry along with results.  Results 
from both a ring and linear MLL are shown, but only the linear MLL included the OPLL in the fabricated chips.  
The actively mode-locked ring MLL had about 70 useful comb lines spaced by 29.6 GHz.   The electrical spectrum 
after detection shows a frequency deviation in the mode-spacing of < 10 Hz across ~2 THz with no phase locking.  
The linear MLL (24 GHz comb) after phase locking to a Rock laser (~200 Hz linewidth) shows no measurable 
center frequency deviations relative to the reference Rock laser (line is phase locked), but has a phase error variance 
of <0.12 rad2 (integrated from 1 kHz to 10 GHz) and a relative linewidth for adjacent lines across the spectrum < 1 
kHz.  That is, the phase locked optical waves ‘wiggle’ back and forth a small amount, but never deviate by any 
significant fraction of π radians in phase from their proper value—standard deviation is < 20° over time periods of 
hours. 
 
An alternative to the MLL/OPLL approach for stable comb generation is to use a self-referenced comb that does not 
require a reference tone.  This involves the generation of an octive-wide comb, usually by nonlinear interactions in a 
high-Q resonator.  A line from the low frequency end is frequency-doubled and phase-locked to a line on the high 
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frequency end of the same frequency by adjusting the parameters of the resonator.  At this point the comb is ‘self-
referenced’ and very stable [7]. 
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Fig. 2. (a) Comb generator schematic and results consisting of a MLL with OPLL.   The double coupler geometry shown in the schematic can be 
used for gain flattening. RF is applied to an intensity modulator for active mode locking; the OPLL feedback is applied to a phase modulator to 
dynamically adjust the lasing frequency.  (b) Photo of ring MLL with gain flattening filter (GFF). (c) Optical output of ring MLL. (d) Detected 

electrical spectrum of ring MLL.  (e) Linear MLL/OPLL.  (f) Detected electrical spectrum of linear MLL/OPLL. [1,2] 
 

Figure 3 gives a schematic of the second heterodyne OPLL that accepts the input from the comb generator and 
provides a tunable optical output between comb lines.  As mentioned in the first paragraph above the offset locking 
is achieved either with a tunable RF input to (a) an optical modulator following the integrated widely-tunable laser 
(SGDBR) or (b) an electronic mixer following detection in the feedback electronics.  In either case, the procedure is 
to acquire lock to the difference frequency between the comb line and the RF line, and then tune the RF from a low 
value up to at least half way to the next comb line, where one can then use the opposite side band from the 
modulator or mixer from the next comb line and tune the RF down to near that next comb line.   

 
Fig. 3. Heterodyne OPLL with tunable RF offset locking of a widely-tunable laser to the generated comb. 

Locked, beat-tone 

(a)

(b)  RF to Electronic Mixer

Output

(a) (b) 

(c) (d) 

(e) (f) 
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The SGDBR also needs to be adjusted so that its center frequency is moved to the next comb line to repeat the 
process in order to avoid mode-hops.   Then the process can be repeated across the entire comb.  As shown in Fig. 2 
relatively flat, strong combs extending over half of the C-band have already been accomplished, and it is anticipated 
that full C-band will be possible with these techniques.   
 
The first experiments performed used a double modulator pulse carving configuration following an external-cavity 
laser with a ~100 kHz linewidth to generate a 40 GHz comb for use with the coherent receiver PIC and OPLL circuit 
illustrated in Fig. 3 [8].  The results are summarized in Fig. 4, where tuning across four comb lines is illustrated for a 
total of ~ 160 GHz. In this case a 4-photodiode I-Q coherent receiver was also employed instead of the simple 2-
photodiode geometry illustrated in Fig. 3.  Although the SGDBR laser unlocked had a linewidth >5 MHz, once 
locked, its linewidth ‘cloned’ that of the external cavity laser at ~100 kHz.  No retuning of the SGDBR was used in 
order to illustrate how much tuning could be accomplished by only tuning of the phase tuning section from the 
feedback circuit. 
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Fig. 4.  Superposition of comb input and two output spectra from an optical spectrum analyser.  Actual linewidths here ~ 100kHz.  The initial 

locking was to the central line at 1551.5 nm.  Then, the SGDBR was tuned -70 GHz and +90 GHz to the output lines shown by using a 26 GHz 
synthesizer and tuning the sum and difference frequencies formed with the nearest comb lines to and away from them.  [8] 
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Abstract: A decade ago integrated photonic devices typically consisted of single 
components that fulfilled one specific function, such as phase modulation or splitting into 
N beams. In the intervening years, photonic integrated circuits (PICs) have undergone a 
revolution in terms of component functions, loss reductions, and high level functional 
integration. This has in part been driven by the development of device designs compatible 
with conventional CMOS fabrication processes. We are now at a point where component 
diversity, low losses, and low cost fabrication enables us to consider development of 
coherent laser radar systems based around PIC technology. In this talk we will highlight 
some of the current developments in the PIC domain, with an emphasis on technology 
elements applicable to coherent laser radar systems. Examples include narrowband lasers, 
frequency shifters, beam distribution networks, and large angle photonic beam steering. 

 

Keywords: Photonics, Photonic Integrated Circuits, PIC, Silicon Photonics, Coherent Laser Radar, Lidar, 
Ladar 

1. Introduction  
The reduction of optical devices to microscopic dimensions has been underway for decades in the form of 
fiber optics, CMOS detector arrays, and components like modulators, micro-ring filters, and splitters. The 
past decade has seen an explosion of development that goes beyond single devices and now encompasses 
subsystems and systems with hundreds of components [1-4]. The technology typically falls under the 
name of Photonic Integrated Circuits (PICs).  Silicon Photonics is a form of PIC that uses silicon 
substrates and silicon waveguides for the platform. .  

A key enabler in the silicon photonic revolution has been the development of technologies compatible 
with conventional CMOS fabrication processes and foundries. In an extraordinary coincidence the multi-
billion dollar investments in CMOS foundries enable the same fabrication infrastructure to produce 
devices that propagate light at wavelengths ideally suited for many electro-optic communications and 
sensing applications. Low propagation losses (<0.5 dB/cm) in waveguide dimensions smaller than the 
wavelength (220 nm × 300 nm cross-section for 1550 nm wavelength) have enabled integration of large 
numbers of components in small footprints. The large index step between silicon (nSi ~ 3.5) and 
waveguide cladding materials like silica glass (n ~ 1.45) and silicon nitride (n ~2) enables tight mode 
confinement and small bend radii (<10 µm), while supporting low loss and low crosstalk between closely-
spaced waveguides.  

Silicon is excellent as a materials system for passive components, but is non-ideal for active components 
like laser sources and detectors. Fortunately heterogeneous integration techniques are maturing, whereby 
high-performance active components made using InP, GaAs, Ge, and other materials can be integrated 
with silicon.  

In tandem with the development of optical devices, great progress is also being made in the integration of 
optics with CMOS electronics and efficient thermal management. Flip-chip bonding of PICs with CMOS 
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chips (also known as “2.5D” integration) is routinely done today and full 3D integration of complex 
photonic/electronic circuitry is undergoing rapid development [3]. These advances enables us to consider 
construction of lidar systems on a chip. 

Figure 1 shows a generic coherent lidar architecture. Aside from the signal processor, the only functional 
element that has not been demonstrated in PIC form is a high peak power oscillator or amplifier, because 
of the peak power handling limits of small waveguides. Silicon photonics offers the possibility of 
fabricating complete coherent lidar systems at the chip level by tailoring components to lidar needs. Until 
high peak power systems are developed, perhaps based on large arrays of parallel coherent amplifiers, 
chip-based coherent lidar systems are likely to be developed around modulated CW architectures.  

 
Figure 1. Generic coherent ladar architecture. 

2. Device Examples 

	
Figure 2. Laser with >40 nm tunability centered at 1575 nm [4].	
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For space reasons we only 
provide two examples of 
relevant demonstrated devices. Figure 2 shows a laser developed at UC Santa Barbara comprising two 
gain elements [5]. Two thermally adjustable micro-rings are used in a Vernier configuration to enable >40 
nm wavelength tuning with narrow linewidth and >35 dB side-mode suppression. The output power was 
>3 mW, which could be increased with on-chip semiconductor amplifiers (SOA) [6]. Other lasers 
demonstrated at UCSB include broadly tunable lasers with wavelength hopping and stabilization in 30 ns. 

Frequency shifting is another important feature of coherent lidar systems as they are frequently used to 
generate intermediate frequencies (IF) and track out Doppler shifts. This is often accomplished using 
acousto-optic modulators (AOM), cascaded Mach-Zehnder interferometers, or by offset-locking two 
lasers. A conceptually very simple direct frequency shifter that emulates a rotating half-wave plate has 
recently been demonstrated [7] in LiNbO3 at UC Davis – see Figure 3. Note the absence of the carrier 
frequency and ~40 dB suppression of the second harmonic. This device type is predicted to enable 
frequency shifting in excess of 10 GHz. 

Many other important components also exist, including optical isolators with >30 dB isolation and 2.3 dB 
insertion loss [8], low-loss PIC to fiber couplers [9], and methods for writing low-loss 3D waveguides for 
routing [10]. Numerous additional examples of PICs can be found in reference [11]. 

3. Non-Mechanical Beam Steering (NMBS) 
Beam steering is frequently a SWaP limiting factor in conventional lidar systems. Many means have been 
devised over the years to eliminate large, heavy, and slow gimbals, Risley prisms, and other steering 
devices. McManamon reviewed non-mechanical beam steering (NMBS) technologies in 2009 [12]. 
Silicon photonics is taking beam scanning to a new level by completely eliminating the need for bulk 
optics. The recent DARPA SWEEPER program developed multiple PIC-based NMBS systems. Figure 4 
shows approaches by researchers at UC Berkeley [13] and MIT [14]. The Berkeley approached used 
MEMS ribbon arrays to on-the-fly reconfigure gratings which diffract light angularly, The MIT approach 
uses 2D arrays of phase shifters to steer beams by imposing transverse linear phase gradients. Both of 
these approaches demonstrated fast and efficient beam steering, but also revealed a scalability issue. To 
address N far field points in two dimensions the number of required controls grows as N2, which becomes 
very challenging as N becomes very large. 

 
Figure 4. PIC-based NMBS demonstrated by UC Berkeley (left) using MEMS ribbon arrays and by MIT 

(right) using 2D arrays of phase shifters. 

Figure 3. Frequency shifter demonstrated at UCD.	
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Figure 5 shows an alternative approach developed by UCSB [15,16]. In this approach laser tuning over 
~43 nm combined with a fixed grating is used to steer beams in one dimension. Transverse phase 
gradients steer in the second dimension. This approach reduces the number of control elements to N+1, 
the 1 being the laser wavelength control. 

 
Figure 5. 2D NMBS approach developed by UCSB [15]. Top left – functional architecture. Top right – 

2D beam steering demonstrated to date. Bottom – physical layout on 6 ×  11.5 mm2 chip. 

4.  Coherent Lidar Example 

	

Figure 6. FMCW lidar CNR vs. range prediction for realistic 
sensing scenario at two aperture sizes with the same 
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Many versions of coherent lidar 
systems can be constructed as 
variations on the generic architecture shown in Figure 1. Frequency-modulated continuous wave 
(FMCW) operation is one approach to perform lidar functions like range finding at low peak powers and 
simple signal processing [17]. In this technique the laser frequency is ramped linearly in time and the time 
delay associated with the round-trip time to the target produces a beat signal with frequency proportional 
to range. Up-down frequency ramps can be used to unambiguously distinguish range and velocity. Figure 
6 illustrates an example of the anticipated SNR achievable with a coherent FMCW single point sensor 
operating with a single shot measurement time of 10 µs, i.e. up to 100 kHz data points per second rate. 
The green curve corresponds to a 1 × 1 mm coherent transmit/receive aperture while the blue curve 
corresponds to a coherent 1 × 1 cm aperture. Multi-point simultaneous sensing similar to that used in 
commercial 3D lidar instruments [18] can also be incorporated into the same chip. A non-mechanical 
steered single-chip sensor of this type could be constructed by incorporation of the technology elements 
described in this paper. As seen in Figure 6 such a sensor could provide rapid 3D mapping to km ranges 
with a modest ~1 cm2 coherent aperture.  

Looking into the future it is not far-fetched to envision future large aperture coherent lidar systems 
fabricated at low cost in very small form factors. These may incorporate all photonic components, the 
associated signal processing, as well as efficient heat removal. Development of such lidar systems is 
planned under programs like DARPA’s Modular Optical Aperture Building Blocks (MOABB).  
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35 years of widely-tunable 
single-chip lasers:

a pathway to active PICs

Outline

• Early tunable laser results
• vernier-tuned coupled-cavity lasers
• DBRs
• SGDBRs (vernier-tuned DBRs)

• Other widely-tunable laser designs

• Recent advances

• Photonic ICs developed from (and including)  
tunable laser technology

• Heterogeneous Integration
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Next:  Combine vernier tuning with DBR 
mode selection and continuous tuning?
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Coupled-Cavity Vernier Tuning

• Tune n1 or n2 to tune wavelength location of reinforced modes
• Also possible with coupled ring cavities
• Can provide enhanced AM or FM capability (ISLC ‘84)

Mode-selection filter

First integrated InP (laser – X) devices

• Coupling mirrors between integrated 
active and passive sections

 Etched grooves
- Tunable single frequency
- Laser-modulator
- Laser-detector

L.A. Coldren, B.I. Miller, K. Iga, and J.A. Rentschler, “Monolithic 
two-section GaInAsP/InP active-optical-resonator devices 
formed by RIE,”  Appl. Phys. Letts., 38 (5) 315-7 (March, 
1981).

 DBR gratings and vertical couplers
- Tunable single frequency
- Combined integration technologies

Y. Tohmori, Y. Suematsu, Y. Tushima, and S. Arai, “Wavelength 
tuning of GaInAsP/InP integrated laser with butt-jointed 
built-in DBR,” Electron. Lett., 19 (17) 656-7 (1983).

Early tunable, single-frequency diode lasers
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First integrated InP (laser – X) devices

• Coupling mirrors between integrated 
active and passive sections

 Etched grooves
- Tunable single frequency
- Laser-modulator
- Laser-detector

L.A. Coldren, B.I. Miller, K. Iga, and J.A. Rentschler, “Monolithic 
two-section GaInAsP/InP active-optical-resonator devices 
formed by RIE,”  Appl. Phys. Letts., 38 (5) 315-7 (March, 
1981).

 DBR gratings and vertical couplers
- Tunable single frequency
- Combined integration technologies

Y. Tohmori, Y. Suematsu, Y. Tushima, and S. Arai, “Wavelength 
tuning of GaInAsP/InP integrated laser with butt-jointed 
built-in DBR,” Electron. Lett., 19 (17) 656-7 (1983).

Early tunable, single-frequency diode lasers

Single-Frequency and Tunable Lasers; Circa 1983

T..Bell, “Single-frequency semiconductor lasers,”  IEEE Spectrum, vol 20, 1983
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Coldren, Miller, Iga, and Rentschler, APL, 38 (Mar, ‘81);   Ebeling, Coldren, Miller, Rentschler, Electron., Lett., 18 (‘82) 

Vernier Tuning Concept in Coupled-Cavity Lasers

Tohmori, Suematsu, Tushima, and Arai, TIT, 1983

Early Tunable DBR Work

Pioneering Active-Passive interfaces
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No-Regrowth Groove Etch:  RIE/HCl/Q-etch/HCl

Coldren, Furuya, Miller and Rentschler, JQE,18 (’82)

Two-Section Coupled-Cavity Etched-Groove Tunable Laser

RIE etch, Regrow InP, HCl etch

ISLC ’84, with T. Koch
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Tunable DBR Lasers (mid-late 1980’s)

• The center wavelength of grating, λg, will tune in direct proportion to the index change 
ΔnDBR; however this will also tune the mode slightly as well, due to the penetration, Leff.

• Tuning the Phase section electrode will tune only the mode location, λm, (tune together with 
DBR for wide continuous tuning:  JQE 23 (6) 903, June, 1987)

• There also may be some slight active region index change (due to loss changes)

13

Leff

Lp

LaLa

Lp

Leff

• Tune cavity modes and selection filter separately (or together)

Multi-element Mirror 4-Section Tunable Laser

• Combine vernier with DBR
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Multi-element Mirror 4-Section Tunable Laser

3/6/2017 12:51 PM
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 5-10X Tuning Range of DBR

 Reliable, Manufacturable InP Technology

 Can Cover C band, L band or C + L

 Easily Integrates Monolithically with Other 
Components (e.g. EAM, SOA)
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Sampled-Grating DBR Tunable Laser

• Initial results
• 3 sections—vernier tuning

V. Jayaraman, A. Mathur, L.A. Coldren and P.D. Dapkus, ISLC 1992

72 nm full wavelength coverage, Agility, 2001.

SGDBR wide-tuning, high-power, high-reliability

Agility Communications formed to Commercialize in 1998.
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Sampled‐Grating DBR:   Monolithic and Integrable

SGDBR+X widely‐tunable transmitter:  
• Foundation of PIC work at UCSB

• Vernier tuning over 40+nm near 1550nm

• SOA external to cavity provides power control
• Currently used in many new DWDM systems (variations)

• Highly reliable— < 10% of SGDBR is grating

• Integration technology for much more complex PICs

Modulated
Light Out

Tunable over 
C or L-band

Front 
Mirror Gain Phase

Rear 
Mirror

SG-DBR Laser

Amplifier
MZ Modulator

MQW active 
regions

Q waveguide Sampled 
gratings

6 section InP chip

Agility

MMI Length:96m

Taper:20m Width: 9m

J. S. Barton, et al, ISLC, TuB3, Garmish,  
(Sept, 2002)

UCSB’90‐‐ Agility’99‐’05  JDSU’05

JDSU-ILMZ TOSA (~ 18mm) 

Super-structure grating DBR laser

Distributed reflector and wavelength-tunable semiconductor laser

Tohmori, Yoshikuni, Ishii, Kano, Tamamura

--filed 3/3/1993
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NTT-NEL

Many other widely-tunables from 1993 onward
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• Vertical coupler filter (wideband)
• + SGDBR or SSGDBR (narrow)

Syntune-Finisar

Grating reflections add 
rather than multiply

Bookham-Oclaro
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Eschelle Grating Laser

Wavelength selectable “widely-tunables”

Fujitsu Laboratories Ltd.

Select wavelength by selecting which SOA to turn on

24Solutions for Tunable Lasers (summary ~2005)

Light Out
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 DBR Lasers
 Conventional DBR (<8 nm) [mid ‘80s]
 Extended Tuning DBR’s ( 32 nm)

[early ‘90s]

 External Cavity Lasers ( 32 nm)
 Littman-Metcalf/MEMs [late ‘90s]
 Thermally tuned etalon

 MEMS Tunable VCSEL (~ 32 nm)
 Optically or electrically pumped [late 

‘90s]

 DFB Array (~4nm X #DFBs)
 On-chip combiner + SOA [mid ‘90s]
 Or, off-chip MEMs combiner
 Thermally tuned

NEC
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Widely deployed commercial “WDM” PICs 

EML’s:

Tunables & Selectable Arrays:

into XFP transceivers, etc.

1 x 12 DFB MMI SOAS-Bent
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courtesy of T. Koch  2012

Modulated
Light Out

Tunable over 
C or L-band

Front 
Mirror G

ain

Phase
Rear 
Mirror

SG-DBR Laser

Amplifier
MZ 

Modulator

MQW active 
regions

Q waveguide Sampled 
gratings

26

 70kHz linewidth and 50dB SMSR at +17dBm 
fiber power over 41nm range in C-band

Front 
Mirror

Gai
n

Phase Back 
Mirror

SOA

InGaAsP
MQW

Sampled 
grating

Thermal 
isolationAR

Light 
output

Filter

Narrow linewidth thermally-tuned SGDBR Laser  
Mike Larson (TuC2)

Instantaneous Linewidth

Side Mode Suppression RatioOutput Power and SOA Current

Top View

Side View

M.C. Larson et al., OFC 2015, M2D.1
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Tunable Interferometric Transmitter (Tunit)

27Freedom Photonics – Tunit – Tunable Interferometric Transmitter

High Speed Modulators
Phase Control Vernier Mirrors

SOA

SOA

 Dual output Vernier tunable laser
- 50 dB SMSR, well behaved tuning, 50nm
 Interferometrically combined modulator outputs

- 12.5 Gbps operation, chirp control
- 80+ km reach, SMF-28
 US Patent 9344196 (05/2016)

• SG-DBR laser

• 30 mW output power

• 40 nm tuning range

• 25 mA threshold current

• 90 deg hybrid

• 1x2 MMI couplers

• Directional couplers

• Phase shifters

• UTC photodetectors

• 29 GHz 3-dB bandwidth 
with -2V bias

• 18 mA saturation current at 
-5V bias.

InP Widely-tunable Coherent Receiver PIC

(Homodyne or Intradyne—also for Optical Synthesis)

SGDBR laser 90 degree hybrid Four UTC photodetectorsSignal input
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Mingzhi Lu, et. al., Optics Express, Vol. 20, Issue 9, pp. 9736-9741 (2012)
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Phase Locked Coherent BPSK Receiver

Homodyne OPLL + Costas Loop   1 cm2 footprint

Photonic IC: SGDBR laser, optical hybrid, and un-balanced PDs

Electrical IC: limiting amplifiers and phase & frequency detector (PFD)

Hybrid loop filter: Feed-forward technique, op-amplifier and 0603 SMDs

Fabricated by Mingzhi

Designed by Eli using
Teledyne 500nm HBT ProcessLoop filter and system

designed by Hyunchul

Mingzhi Lu, et. al., Optics Express, 20, (9), pp. 9736-9741 (2012)

“Analog” Coherent OPLL BPSK Receiver

• BER vs. OSNR (20Gb/s to 40Gb/s)—> No ADC—No DSP

• Error-free up to 35Gb/s , < 1.0E-7 @ 40Gb/s 

• PRBS 231-1 signals – up to 40Gb/s 

• Open eye diagrams for 25Gb/s and 40Gb/s 

25Gb/s

40Gb/s

ECOC ‘12 with Rodwell and Johansson
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SWEEPER PIC layout  (32 waveguides)

• Larger scale of integration, 32 channels
• Simpler layout: star coupler splitter; 
unequal channel length

3
.5
 m

m

9.6 mm

Tunable laser Splitter  SOA
Phase
shifter Grating Monior

Surface ridge Surface ridgeDeep ridge Deep ridge Surface 
ridge

1.3Q, 0.3um

0.55um InP

InP

0.35um SiNx
40nm, 1.3Q 

Au

W-H Guo, et al,, JSTQE, 19 (4) 6100212,  (2013) 

1xN1xN

Grating Surface-Emitter
Phase Ctrl
(Y-steering)

Widely-tunable laser
(X-steering)

Y

X

1-D phased array (y-scan) 
+ wavelength (x-scan)

SWEEPER Results (32 x N)

Super modes of tunable laser

• On chip tunable laser >40 nm
• 2D beam steering demonstrated

(1545nm, 0)

(1524nm, 5)

(1524nm, ‐5)
(1567nm, ‐5)

(1567nm, 5)
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CLEO 2014

Integration Platforms

33

Indium Phosphide
• Excellent active components
• Mature technology
• Complexity/propagation losses for passive 
elements
• Foundries evolving

Silica on Silicon (PLC)
• Excellent passive components
• Mature technology
• Lack of active elements

Silicon Photonics
• Piggy-back on Si-CMOS 
technology
• Integration with electronics?
• Constantly improving 
performance
• No laser

Polymer Technology
• Low loss 
• Passive waveguides
• Modulators
• No laser

Hybrid 
Solutions

“Heterogeneous Integration Technology”

T. Komljenovic, et al, IEEE JSTQE, Vol: 21 Nov  2015

41 nm Coarse Tuning

Hybrid-Si Platform
--Vernier tuning with ring-mirrors

Ith = 132 mA
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Summary

• Early vernier-tuned coupled-cavity laser concepts together 
with those of DBRs led to the creation of a four-section 
widely-tunable vernier-tuned design that is still in wide use 
today

• Many other widely-tunable laser designs have been 
developed over the years driven mainly by the need for a 
universal WDM source

• Integration technology developed for such lasers enabled 
many more complex Photonic Integrated Circuits

• Close integration of control/feedback electronics will be 
desirable in many future PIC applications

• Heterogeneous integration enables compatibility with 
different technologies—e.g., Si-photonics

Flip-chip tunable laser

Ashok Krishnamoorthy, OIC (2014)

• Also being explored with evanescent coupling

InP
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First Monolithically Integrated Dual-Pumped
Phase-Sensitive Amplifier Chip Based on a
Saturated Semiconductor Optical Amplifier

Wangzhe Li, Member, IEEE, Mingzhi Lu, Antonio Mecozzi, Fellow, IEEE,
Michael Vasilyev, Senior Member, IEEE, Shamsul Arafin, Member, IEEE,

Danilo Dadic, Leif A. Johansson, Member, IEEE, and Larry A. Coldren, Fellow, IEEE

(Invited Paper)

Abstract— For the first time, a monolithically integrated
photonic phase-sensitive amplification chip is fabricated and
demonstrated based on an InP/InGaAsP platform. Different
semiconductor optical amplifiers have been fabricated as well
for characterization. On the chip, two tunable laser pumps that
are coherently injection-locked, respectively, from two first-order
sidebands of an externally modulated tone are generated to
enable signal-degenerate dual-pumped phase-sensitive amplifica-
tion in a saturated semiconductor optical amplifier. Experiments
on different chips are conducted to successfully demonstrate
phase-sensitive amplification with approximately 6.3 and 7.8 dB
extinction of phase-sensitive on-chip gain. Theoretical simulations
are performed and agree well with experimental results. The
additive noise properties of the phase-sensitive amplification chip
are also investigated.

Index Terms— Phase sensitive amplifier, semiconductor optical
amplifier, photonic integrated circuit, four-wave mixing.

I. INTRODUCTION

OPTICAL phase-sensitive amplifiers (PSAs) have been
attracting increasing attention [1], [2] due to unique

advantages that enable them to break the 3-dB quantum limit
of the noise figure (NF) [3], as well as achieve the phase regen-
eration to reduce phase and time jitters in optical transmission
links [4]–[6]. Unlike a conventional phase-insensitive ampli-
fier (PIA) such as an erbium-doped fiber amplifier (EDFA),
featuring an inherent minimum NF of 3-dB [7], a PSA is
capable of amplifying only one of the two quadrature phase

Manuscript received October 15, 2015; revised December 12, 2015;
accepted December 16, 2015. Date of publication December 24, 2015; date
of current version January 15, 2016. This work was supported by Defense
Advanced Research Projects Agency, Defense Sciences Office.
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Sciences, University of L’Aquila, L’Aquila 67100, Italy (e-mail:
antonio.mecozzi@univaq.it).
M. Vasilyev is with the Department of Electrical Engineering,
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vasilyev@uta.edu).
Color versions of one or more of the figures in this paper are available

online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/JQE.2015.2512538

components in a light wave signal and attenuating the other.
This unique feature makes it possible in theory to realize noise
free amplification, leading to a NF of 0 dB, which can find
numerous applications where noise levels are critical, such
as optical telecommunication, remote sensing, optical spec-
troscopy, LIDAR and inter-satellite communication. Various
PSAs have been demonstrated by using parametric down-
conversion in χ(2)-based nonlinear materials [8], [9], such as
periodically poled LiNbO3 (PPLN) waveguides and nonlinear
optical loop mirrors (NOLMs) [10], or using four-wave
mixing (FWM) in χ(3)-based nonlinear media like opti-
cal fibers [2] and unsaturated semiconductor optical
amplifiers (SOAs) [11]. New CMOS-compatible platforms are
also emerging [12].
Among all demonstrated PSAs so far, their implementations

are based on free-space bulk-crystal system or bench-top fiber
systems, which makes it difficult to use them in practical
scenarios. One of the challenges in realizing a practical PSA is
that at input port of the PSA the phase relationship between the
pump(s) and the signal must be synchronized and stabilized.
Some solutions to synchronization of the pump and signal
phases have been developed via pump injection locking [13]
and optical phase-locked loop [14], which usually increase
the complexity of the system and make it more unsuitable for
use in a real application. In addition, other issues in terms
of size, weight, power consumption and coupling losses also
restrict the bench-top PSA’s commercial allure. In order to
solve this issue, photonic integration is a promising solution
and can great benefit the implementation of PSAs for practical
applications. Other than some obvious advantages like small
footprint, light weight, reduced coupling losses and batch fab-
rication economies, integrated photonic chips can inherently
guarantee a stable phase relationship among signal and pumps,
requiring no phase-locking mechanisms, which significantly
eases the implementation and practical application of PSAs.
In this paper, based on the implementation of a PSA through

a dual-pump degenerate FWM process, a chip-scale PSA using
a saturated SOA as a nonlinear element and different SOAs
for characterization have been fabricated and for the first
time an integrated photonic PSA chip has been experimentally
demonstrated. The chip and SOAs fabrication is based on an
InP/InGaAsP centered quantum well (CQW) platform. On the

0018-9197 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. Proposed schematic of demonstrating a chip scale dual-pump PSA.

chip, two tunable laser pumps that are coherently injection-
locked from sidebands of an external modulated light wave
are obtained to realize signal-degenerate dual-pumped PSA in
a highly saturated SOA. A 6.3 dB and a 7.8 dB extinction ratio
of gain based on different PSA chips are realized, which both
agree well with simulation results. The reduction in signal-to
noise ratio is also estimated based on the measured optical
spectrum of the light waves before and after the PSA.

II. PROPOSED CHIP-SCALE DUAL-PUMP PSA
Figure 1 shows the schematic of the degenerate dual pump

PSA. The coherent incident light waves, which consist of two
pumps and one signal, are here generated based on external
modulation and then are coupled into a PSA chip. On the
chip, the input light waves are split into three paths via a
1 by 3 multimode interference (MMI) coupler. Along the
upper and lower paths, there are two tunable Sampled-Grating
Distributed-Bragg-Reflector (SG-DBR) lasers [15], each of
which is injection locked by opposite modulation side-band
pumps. Please note that during external modulation the signal
which is carrier would be intentionally suppressed by properly
biasing the modulator so that the pumps have enough power to
injection lock the two SG-DBR lasers. After being injection-
locked, each SG-DBR laser which selectively amplifies the
corresponding pump and suppresses the other one as well as
the signal behaves as a pump laser. The signal suppression
in each pump laser the due to injection locking is important
because such a suppression is helpful for avoiding on-chip
signal-interference-induced signal power change at the input
port of the PSA, which otherwise could be misinterpreted
as the result of PSA. After further being amplified by a
downstream SOA, the pump is filtered by an asymmetric
Mach-Zehnder interferometer (AMZI) to remove the residual
signal and the noise falling in the signal’s spectrum, which
avoids signal interference among three paths and enables the
signal to be shot-noise limited.
Along the middle path, there is a phase tuner to phase

shift the signal based on carrier plasma effects; therefore,

the adjustable and stable phase relationship among the signal
and two pumps can be achieved for observing the PSA-based
signal power variation as a function of the signal’s phase.
Please note that, although there are two pumps along the
middle path, their powers are much smaller than those along
the other two paths so that the interference of the pump
waves along three paths are negligible. The light waves
along three paths are combined together and split again by
a 3-by-3 MMI coupler to a nonlinear-SOA (NL-SOA), a long
passive waveguide (WG) as a reference port, and a tap to
monitor the input light waves to the NL-SOA. The PSA occurs
in the NL-SOA, and the process includes two main steps. The
first step is generating new signal photons. Two pumps and a
signal with a stable phase relationship are sent to a nonlinear
media, in which FWM among the light waves is able to gen-
erate new signal photos with a phase which is the sum of two
pumps’ phases minus the original signal phase. In the second
step, interference of the generated signal with original signal
modulates the amplitude of the combined electrical field of the
signal. Therefore, the constructive interference amplifies the
amplitude of the signal’s electrical field; while the destructive
interference attenuates the signal. In another word, the PSA
only maximally amplifies the signal when the original signal
phase is 0 or π relative to the sum of two pumps’ phases
(in-phase components), and maximally attenuates the signal
when its phase is π /2 or 3π /2 (quadrature components) to the
sum of two pumps’ phases. Thus, the PSA gain experiences
one cycle when the phase of the incident signal goes over
one π , which is different from the transmission curve of
a conventional Mach–Zehnder interferometer (MZI). Such a
π-periodicity of the PSA gain is important and can be used
to verify the implementation of the PSA. Therefore, in our
demonstration of the chip-scale PSA, the relationship between
the input signal phase and the signal power after the PSA can
be recoded to verify the achievement of the PSA.
One potential concern is that the SOA can be used as a PIA,

and its PIA gain may interfere with the nonlinear parametric
process and undermine the PSA. To overcome or minimize
this issue, the incident power to the NL-SOA is high enough
to saturate the NL-SOA, which is capable of suppressing the
amplified spontaneous emission noise. Therefore, the saturated
NL-SOA can restrict PIA and optimize the FWM [16], [17].
By recording the light wave spectrum and the signal power
at the output of the NL-SOA using an optical spectrum
analyzer (OSA) when changing the current applied to the
phase tuner to tune the signal phase, we can evaluate the
PSA performance and characterize its gain profile.

III. SOA AND PSA CHIP FABRICATION
In order to fabricate SOAs for initial characterization

and monolithically integrate the single-chip dual-pumped
PSA based on saturated SOA, we chose an InP/InGaAsP
centered quantum well (CQW) platform with 10 quantum
wells (QWs) [18] because such a platform is capable of
maximizing the mode overlap with the QWs in an SOA,
enhancing the nonlinearity and maximizing the FWM.
The fabrication started with a base epi, which includes

quantum well layers, waveguide layers and N-cladding layer.
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Fig. 2. (a) Schematic diagram of the PSA chip; (b) mask layout of the
PSA-chip for fabrication.

Active and passive areas were defined using quantum well-
intermixing (QWI) technology [19]. The passive waveguide
with intermixed quantum wells still confine carriers well,
which is ideal for low-loss phase tuners. Then, by using elec-
tron beam lithography and methane/hydrogen/argon (MHA)-
based RIE etching, the gratings of the SG-DBR laser were
defined. Following the grating definition, a blanket p-cladding
and p-contact layer regrowth was carried out using met-
alorganic chemical vapor deposition (MOCVD). After the
regrowth, waveguides were defined and etched. In order to
have better heat dissipation and compactness at the same
time, surface ridge waveguides were used for the straight
SG-DBR lasers, while more-narrow deeply-etched waveguides
were used for other components on the chip, which leads to
better flexibility for waveguide routing and better SOA nonlin-
ear efficiency due to a higher confinement factor. Cl2/H2/Ar
ICP-RIE dry etching as well as InP wet etching was used
to defined the features. Following the waveguide etching,
P-contact vias were opened and Pt/Ti/Pt/Au was deposited as
the P contact metal. To further decrease the passive waveguide
loss and provide electrical isolation, we implanted protons in
the p-cladding layer of the passive waveguides. The wafer was
then thinned down to about 130 μm for ease of cleaving.
Backside Ti/Pt/Au metallization provided common cathode
connections to the n-type substrate. After cleaving and anti-
reflection coating of the waveguide facets, the discrete SOAs
and the PSA chips were ready for characterization. The SOAs
and the chip-scale PSA were fabricated on the same wafer
so that the specifications of the SOAs would be identical to
those of the SOAs in the PSA chip. The length and width of
the PSA chip are about 1 mm and 7 mm. Fig. 2 shows the
schematic diagram and the mask layout of the chip.

IV. SOA CHARACTERIZATION

Figure 3 shows all the different SOAs we fabricated. The
longest SOAs are used to evaluate the dispersion. The high-
speed SOAs which are the shortest are used to measure SOA’s
carrier lifetime; while the 1-mm SOAs are used to characterize
their gain profile.

Fig. 3. Photo of the fabricated SOAs with different lengths. (left) 2.3-mm
SOAs consisting of three cascaded SOAs with a length of 766 μm; (middle)
high-speed SOAs with a length of 50, 100 and 150 μm; (right) 1-mm SOAs
consisting of three identical SOAs with a length of 333μm.

Fig. 4. SOA lifetime measurement setup.

Fig. 5. Measured SOA carrier lifetime given different incident light wave
power.

A. Carrier Lifetime Measurement
High-speed short SOAs were used to measure the carrier

lifetime. The setup is shown in Fig. 4, which mainly
includes an external cavity laser (ECL), an erbium-doped fiber
amplifier (EDFA), a variable optical attenuator (VOA), a
bandpass filter (BPF), a high-speed SOA, a photodetector (PD)
and an electrical spectrum analyzer (ESA). A wavelength
from the ECL was sent to the SOA through the EDFA, the
VOA and the BPF which were used to control the input light
wave power. To measure the SOA’s carrier lifetime, we first
measured its frequency response. To do so, an RF signal and
a bias voltage were applied to the SOA via a bias-tee to
modulate the light wave that was passing through the SOA.
The SOA’s output was converted by the PD to re-generate
the RF frequency which was recorded and measured
by the ESA.
The length of the SOA under test is 50 μm, biased with a

current density of 6.67 kA/cm2. We measured SOA’s frequency
response given different input power, and then based on its
3-dB bandwidth, the lifetime could be calculated. We plotted
the relationship between the carrier lifetime and the input
power to the SOA, as shown in Fig. 5. As it can be seen,
the carrier lifetime goes down to 180 μm as the input power
increases to about 21 mW.
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Fig. 6. SOA gain measurement setup.

Fig. 7. Measured linear gain of a 1-mm SOA.

B. Small-Signal Gain Measurement

We took advantage of a 1-mm SOA consisting of three
cascaded 333-μm SOAs to characterize its gain profile. The
setup is shown in Fig. 6. Since the 1-mm SOA has three
cascaded 333-μm SOAs, the first 333-μm SOA was neg-
atively biased as a PD to measure the input power; then
it was forward-biased as an amplifier to amplify the input
light wave. The second 333-μm SOA was reverse-biased to
detect the amplified light wave power at the output of the
first 333-μm SOA.
Comparing the measured input power and the power after

amplification, we can obtain the gain for a 333-μm SOA.
Changing the forward bias current and the input wavelength,
and tripling the calculated gain, we can collect gain profiles
of the 1-mm SOA, which are shown in Fig. 7. Fig. 7 shows
the relationships between small-signal gain of the SOA and
current density given different input wavelengths. We can see
that the small-signal gain goes up as we increase the current
density and becomes saturated after the current density is
higher than 8 kA/cm2. The transparent current density, given
different wavelengths, is varied in the range between 1 kA/cm2

and 1.5 kA/cm2. Fig. 8 shows the relationship between the
maximum small-signal gain and the incident wavelength when
the current density is fixed. As we can see from Fig. 8, the peak
small-signal gain was measured to be about 47.5 dB/mm at a
wavelength of 1560 nm and a current density of 9 kA/cm2.
For the PSA experiment, we will choose a proper incident
wavelength to optimize the gain of the SOAs for the operation
of the PSA chip.
Because the PSA-chip is based on a saturated SOA, we need

to find out the input power level to saturate the SOA. Since
the length of the NL-SOA on the PSA chip is 1 mm, then
we treated the 1-mm cascaded SOA as a single SOA, and we
applied a current density of about 3 kA/cm2 and measured

Fig. 8. Measured wavelength-dependent small-signal gain profile.

Fig. 9. Measured output power of the SOA with respect to the input power.

Fig. 10. SOA dispersion measurement setup.

its output power as we increased the input power. The result
is plotted in Fig. 9, showing that the 1-mm SOA would be
saturated when the input power reaches about −9 dBm. Based
on this input power level, we chose an incident power of 0 dB
or higher to the NL-SOA on the PSA chip to ensure that the
NL-SOA was deeply saturated.

C. Dispersion Measurement
In the implementation of the PSA based on a long single

mode fiber or a high nonlinearity fiber, the fiber dispersion
can play an important role in the PSA effect, reducing the
PSA gain or gain bandwidth. Similarly, for operating the
PSA chip, we have to find out the dispersion characteristics
of a saturated SOA. A method to measure the dispersion has
been proposed.
The setup shown in Fig. 10 consists of a tunable laser

source, an intensity modulator (IM), a PD and a vector network
analyzer (VNA). The light wave from the laser was external
modulated through the IM by an RF signal applied to the IM.
The RF signal was generated from the VNA. Due to the
small-signal modulation, the light wave would have two more
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Fig. 11. Comparison of the measured dispersion of a 2-meter SMF and its
standard dispersion value.

Fig. 12. Measured SOA dispersion curves given different temperatures and
input powers.

sidebands; and after passing through the SOA, nonlinear phase
changes were applied to the sidebands and the original carrier
due to the dispersion of the SOA. The sidebands and the
carrier were sent to the PD to re-generate the RF signal
which was recorded by the VNA. Then the nonlinear phase
changes introduced by the dispersion could be recovered by
the comparing the RF phase changes. When we swept the input
wavelength and recorded the corresponding nonlinear phase
changes or the RF phase differences, we could calculate the
dispersion of the SOA.
Before measuring the dispersion of the SOA, we need to

evaluate this setup and prove it is functional. Therefore, we
use the setup to measure the dispersion of a 2-meter signal
mode fiber (SMF) and compared the result with the standard
dispersion result of an ITU G.653 single mode fiber. The
input wavelength was shifted from 1545 nm to 1575 nm.
As we can see from Fig. 11, at 1550 nm, the measured result
agrees well with the standard dispersion value; The dispersion
slot is different, which could be caused by the facts that the
standard SMF dispersion is based on a few km meter fiber
(averaging thousands of different 2-meter SMFs) and the input
wavelength was not stable and drifting during the experiment.
After proving that the setup in Fig. 10 is functional, we

measured the dispersion of a 2.3-mm SOA given different
temperature and input power. The input power was set to be
0 dBm and 10 dBm, which are high enough to saturate the
SOA. Please note that before each measurement, we removed
the SOA first and measured the background dispersion includ-
ing the modulator and the 16-meter fiber in the setup.
The measured dispersion is shown in Fig. 12, as we can

see, dispersion curves are not flat. When temperature was

Fig. 13. (a) Photo of the signal-degenerate dual-pumped PSA chip after
wire-bonding; (b) close-up views of some sections of the chip.

fixed at 0 degree Celsius, given a 0-dBm input power, the
dispersion is flat and close to 0 fs/nm when the wavelength
falls in a range between 1550 nm to 1570 nm. At a shorter
wavelength range between 1525 nm to 1545 nm, there is a
dispersion notch, and the saturated SOA shows a relatively
large dispersion of −700 fs/nm, or −304 fs/nm/mm at a
wavelength of 1530 nm. When the input power was increased
to 10 dBm to further saturate the SOA, the measurement can
only covers a wavelength range from 1545 nm to 1575 nm
because of the limited gain bandwidth of the EDFA we used
in the experiment; however, thanks to the appearance of the
right edge of the notch, we can still tell that the dispersion
curves are red-shifted. Then we increased the temperature to
35 degree Celsius, we repeated the measurement and found
out that the dispersion characteristics stayed the same.
The measurement still has a few issues. The wavelength

instability caused dispersion ripples on the curves; large back-
ground dispersion introduced by the 16-meter long fiber in the
setup made it difficult to accurately measure the small amount
of dispersion.
For the future PSA experiment and simulation, we chose

the incident wavelength around 1560 nm and treated the SOA
as dispersion-free element.

V. PSA CHIP CHARACTERIZATION

Fig. 13 shows a microscope picture of the fabricated
PSA chip after being wire-bonded and a close-up view of some
sections of the chip. We can clearly see the metal contacts
which are the large golden squares, the thin waveguide at the
input port of the 1 by 3 MMI, the long and curled waveguide
as one arm of the AMZI, and the 3 by 3 MMI before the input
of the NL-SOA and tap waveguide.
Before conducting the PSA experiment, we need to char-

acterize the chip to choose the best chips. Specifically, we
evaluated the performance of the SG-DBR lasers, the injection
locking of the two SG-DBR lasers and the spurious signal
interference among three paths.

A. SG-DBR Lasers
First of all, the two SG-DBR lasers were pumped and

light-current-voltage (LIV) curves were measured. A typical
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Fig. 14. Measured LIV curve of a SG-DBR laser.

Fig. 15. Measured optical spectrum of the output of two free-running
SG-DBR lasers.

measured LIV curve is shown in Fig. 14. The green curve is the
measured laser output power as we increased the pump current.
The kink on the curve represents a mode-hopping which was
caused by the internal temperate and refractive index change
as we changed the current. As we can see, the SG-DBR laser
has a threshold of about 30 mA at a temperature of 20 degree
Celsius, and a maximum output power of about 18 dBm at a
bias current of 120 mA. However, when both SG-DBR lasers
were turned on, the maximum output of each one was only
about 12 dBm or less due to heating effect.
The outputs of two SG-DBR lasers were measured as well

using an optical spectrum analyzer (OSA, with a resolution
of 0.01 nm) and shown in Fig. 15. The two wavelengths are
spacing around 0.15 nm, which is equivalently 18.7 GHz.
We can easily tune the wavelengths by changing the current
applied to the corresponding phase section in each SG-DBG
laser. The averaged tuning rate is about 1.18 GHz/mA.
However, due to heating effect, tuning one wavelength always
changed the other one in the experiment.

B. Injection Locking of Two SG-DBR Lasers
Because injection locking two SG-DBR lasers is important

to make sure that the two pumps and the signal sent to the
NL-SOA to have the stable phase relationship, we have to
evaluate the injection locking performance of each laser.

Fig. 16. Measured injection locking ranges of two SG-DBR lasers given
different injection ratios.

We simply used an external laser to send the light wave to
the chip and turned on only one SG-DBR laser. Then at the
tap port, we used an OSA to monitor two wavelengths and
started to align them with each other. Once they were close
enough, we coupled the output of the tap to an external PD to
convert the light waves to an electrical beat note which was
analyzed by an ESA and we observed an unstable peak due
to the random phase relationship between two wavelengths.
When the spacing between two wavelengths became closer
and closer, we observed that the central frequency of the beat
decreased. Once the two wavelengths were close enough, the
beat signal disappeared and only a flat noise floor appeared on
the ESA which indicated that the SG-DBR laser was injection
locked and its wavelength was as same as the external one.
By shifting the wavelength of the sideband through changing
the frequency of the modulation RF signal, and the incident
sideband power, we measured the injection locking range
with respect to different injection ratio. The injection ratio is
the power ratio of the incident sideband power to the laser
output. Then we turned off the laser, turned on the other
and repeated the same measurement. The results are plotted
in Fig. 16. As we can see that the maximum locking ranges
are about 4.5 GHz and 3.8 GHz when the injection ratio is
maximized in the experiment. However, for the PSA experi-
ment, both SG-DBR lasers must be injection-locked, the total
input power from external modulation was distributed on two
sidebands (the signal power can be ignored), which reduced
the injection ratio by 3 dB. Therefore, only 3 GHz and 2.2 GHz
injection locking ranges can be achieved. Considering the
laser wavelength shifting due to cross heating effect when we
changed the phase tuner current, the real locking range for
each laser would be smaller.
Once two SG-DBR lasers were both injection-locked by

the two pumps from external modulation, the beat note of two
wavelengths at a PD becomes a very stable and narrow line
and can be monitored by the ESA, as shown in Fig. 17. The
resolution bandwidth of the ESA was about 100 Hz. The 3-dB
bandwidth of the beat is less than 1 kHz, which means that
once two SG-DBR lasers are injection locked, their relative
frequency spacing is fixed and determined by the two pumps
and their relative linewidth is also less than 1 kHz. Thus,
once we obverse a stable peak with a frequency of twice
the RF modulation frequency at the ESA, we can claim that
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Fig. 17. Measured electrical spectrum of the beat by heterodyning the
wavelengths from two injection-locked SG-DBR lasers.

Fig. 18. Measured signal power at the output of the tap with and without
phase tuner current changing.

the two SG-DBR lasers are injection-locked. During the PSA
experiment we conducted, we always used the ESA to monitor
the beat note of two SG-DBR lasers through the tap port to
make ensure the injection locking was enabled.

C. Spurious Signal Interference

As we mentioned before, another advantage of injection
locking is the suppression of the signal, which ensures that
signal passes through the upper and middle paths, causing
signal interference and leading to possible misinterpreted PSA
effect. Therefore, after two SG-DBR lasers were injection-
locked and before we started to evaluate the PSA by recording
the signal power at the output of the NL-SOA, we have to
first rule out the possibility of the signal interference among
three paths to avoid improper interpretation of the PSA when
shifting the signal phase by change the phase tuner current.
Thus, at the output of the tap port, the signal power with
respect to time and phase tuner current were measured and
compared, as shown in Fig. 18. The blue solid curve is the
measured signal power as we increased phase tuner current;
while the dotted red curve is the measured signal power over
time. By comparing two curves here, only similar random
power fluctuations of about ± 0.5 dB were observed in two
cases and no obvious interference among three paths was
observed.

Fig. 19. Relative signal phase measurement setup.

Fig. 20. Measured relative signal phase change.

In addition, the power of the SG-DBR pump waves along
the upper and the lower paths were about 15 dB higher than
those along the middle path, therefore, the pump interference
which could cause PSA gain drift can be ignored as well, and
the signal power change at the output of the NL-SOA would
be only caused by the PSA.

D. Phase Tuner Characterization and
Phase Shift Measurement
Tuning the phase of the signal is important for the

PSA experiment. And knowing the exact phase shift when we
tune the current applied to the phase tuner is more important
because we need to take advantage of π-periodicity of the
PSA gain curve to verify the PSA. To obtain relative phase
change of the signal, we used the setup shown in Fig. 19.
The RF signal for the external modulation was from

the VNA. One SG-DBR laser was turned off so that only one
SG-DBR laser was injection locked and only one sideband
was selectively amplified. Please note that the power of the
amplified sideband was much larger than those of sidebands
along the middle path so that the later were ignored. The signal
and the amplified sideband at the output of the tap were sent
to the PD to re-generate the RF signal whose phase change
would be identical to that of the optical signal. Therefore, by
using the VNA to measure the phase change of the received
the RF signal when changing the phase tuner current, we were
able to equivalently get the relative phase change of the optical
signal. The result is shown in Fig. 20. The abscissa variable is
set to be the square root of the phase tuner current because the
signal phase in theory varies linearly with the square root of
the phase tuner current. As we can see, there was no obvious
phase change of the signal until after the current was larger
than 1 mA. Such a delay in phase shift commonly occurs in
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Fig. 21. On-chip MZI setup.

Fig. 22. Measured MZI output when changing the phase tuner current.

tunable SG-DBR lasers and could be caused by an N+ sheet
charge that exists at the regrowth interface due to surface
contamination. As the current was further increased, these
traps are filled and phase shift appeared. Overall, 1 mA0.5

gives π phase shift of the signal.
To help evaluate the signal phase measurement, we also

formed an on-chip MZI by deactivating the lower path.
Without external modulation, we sent one wavelength to the
chip and injection locking one SG-DBR laser and measured
the output power at the tap when we were changing the
phase tuner current. The on-chip MZI is depicted in Fig. 21.
It is well-known that the output power of the MZI varies
sinusoidally with the phase difference of the light waves
along two arms, and features a 2π-periodicity. Therefore, we
can estimate the current-induced phase shift of the signal
by observing the MZI output as we change the phase tuner
current.
The measured MZI output is shown in Fig. 22. As we can

see, the output power barely changes when the current is less
than 1 mA due to the phase delay. As the current increase,
the signal power experiences one cycle. It can be clearly seen
that approximately 1.1 mA0.5 gives one π phase shift, which
agrees well with the result obtained based on previous method
(1 mA0.5 gives π phase shift).

VI. PSA EXPERIMENTAL RESULTS AND DISCUSSION

Once the basic chip characterizations were completed and
the best chips were chosen, we started to configure the chip
and the external modulation setup to start the PSA experiment.
For external modulation, two pumps spacing about 18 GHz
and one signal were generated by using an external tunable
laser and an IM as in Fig. 1. The IM was properly biased to
suppress the signal power, which made the sidebands’ power
dominant and facilitated the injection locking. The incident
light waves were coupled into the PSA chip via a tapered

Fig. 23. Measured optical spectrum of the light wave at (a) the input and
(b) the output of the NL-SOA.

fiber with a total coupling loss of about 6 dB. The pump
power coupled into the SG-DBR laser was about −3 dBm
and the output power of each laser is about 11 dBm, giving
an injection ratio of about −14 dB and an injection locking
ranges of 3 GHz and 2.2 GHz for two lasers, respectively.
The current applied to the gain section of each SG-DBR laser
fell in a range between 80 mA and 100 mA. The current
to each SOA following corresponding laser lied in a range
between 70 mA and 90 mA. By finely tuning the free running
wavelengths of two SG-DBR lasers, the wavelength of the
external laser and the RF modulation frequency, two SG-DBR
lasers could be injection locked by the two pumps. During
the measurements, the wavelength of the incident signal was
tuned to lie in a range between 1560 nm and 1562 nm, and
the frequency of the RF signal was set to be about 9 GHz.
Then the pumps and the signal were sent to the NL-SOA with a
current of about 90 mA. The total input power to the NL-SOA
was about −1 dBm, which was high enough to saturate the
NL-SOA because the NL-SOA started saturation at −9 dBm.
Once the SOA was saturated, the spontaneous emission noise
and PIA were suppressed. The output of the NL-SOA was sent
to the optical spectrum analyzer for recording the power of the
signal as its phase was changed for PSA demonstration. The
input saturation power was −9 dBm. (The PIA gain is much
smaller with input powers approaching the input saturation
power).
The optical spectra at the input and the output of the

NL-SOA were measured to record the signal power change
caused by the PSA. The optical spectrum of the input light
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Fig. 24. Measured relationship among the signal power, the signal phase
and the square root of the current applied to the phase tuner.

waves was equivalently obtained by monitoring the output
of the tap port by using the optical spectrum analyzer. The
measured optical spectra are shown in Fig. 23. Fig. 23 (a) is
the optical spectrum of the input light waves. As we can see,
there are two dominant pumps and one suppressed signal in
the middle. Other small peaks are high-order sidebands from
external modulation. Fig. 23(b) is the optical spectrum of the
light wave after the PSA when the signal phase was changed
by tuning the phase tuner current. Comparing with Fig. 23(a),
we can clearly see the FWM and the idler waves outside
the two pumps. In addition, we can see that the signal was
amplified or attenuated as the phase tuner current was adjusted.
Such a current- or phase-dependent signal power change could
be caused by the PSA.
To specifically demonstrate and evaluate the PSA, the

measured signal power at the output of the SOA with respect
to the square root of the phase tuner current was measured,
which is shown in Fig. 24. Again, the abscissa variable is set
to be the square root of the phase tuner current because the
signal power after PSA varies with the signal phase, which is
known to vary linearly with the square root of the phase tuner
current. For comparison, the measured signal power without
injection locking and the measured relative phase change are
shown in Fig. 24 as well. As can be seen from Fig. 24,
when injection locking was inactive and two lasers were in
free-running modes, there was no PSA due to random phase
drifting among the pumps and the signal waves. Once the
injection locking was enabled, however, there was no obvious
PSA or phase change of the signal until after the current was
larger than 1 mA, which is caused by the phase delay we
mentioned before. As the current was further increased, these
traps are filled and phase-dependent signal gain appeared.
Overall, 1 mA0.5 gives π phase shift of the signal and one
period oscillation of the signal. Clearly, such a signal power
oscillation over one π instead of 2π phase indicates that the
signal power change was caused by the PSA instead of the
signal interference. The measured signal power curve shows
that approximate 6.3 dB extinction of phase-sensitive on-chip
gain was achieved.
To demonstrate multiple periods of a PSA gain curve, we

chose another PSA chip and repeated the same procedures
but increased the phase tuner current. The results are shown

Fig. 25. Measured signal power at the output of the NL-SOA when the chip
is configured as a PSA chip and the signal power at the output of the tap
when the chip is configured as an MZI.

Fig. 26. Comparisons of the measured PSA gain curve and the theoretical
simulation. (a) One-period PSA gain curve with 6.3 dB experimental and
6.5 dB theoretical results; (b) two-period PSA gain curve with 7.8 dB
experimental and 8.5 dB theoretical results.

in Fig. 25. The blue curve is the measured signal power change
at the output of the NL-SOA caused by the PSA; while the
red curve is the measured signal power at the output of the
on-chip MZI. The blue curve shows a PSA gain curve of
two periods, and the red curve indicates that approximately,
1.5 mA0.5 gives one π phase shift. Amplitude reduction of the
second period was probably caused by the power reduction of
the input pumps as the phase tuner current was increased.
A theoretical simulation of the PSA gain based on cou-

pled differential equations [17] and the model provided by
Prof. Mecozzi is presented in Fig. 26(a), showing a 6.5 dB
extinction ratio of the phase-sensitive gain, which agrees
well with the experimental result over this current and
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Fig. 27. The measured input and the output optical spectra of the NL-SOA.

Fig. 28. (a) Measured SNR of the input and the output light waves of
the NL-SOA; (b) calculated SNR reduction.

phase-shift range. Simulation results for the second chip were
obtained as well and presented in Fig. 26(b), showing a
two-period PSA gain curve. Again, good agreement was
observed.
The added noise of the PSA is another important aspect.

Thus, the input and the output SNR of the PSA was estimated
from the measured optical spectrum of light waves at the input
and the output port of the NL-SOA. Please note that the input
optical spectrum was equivalently measured at the output of
the tap port. The signal level was the power at the signal
wavelength. The noise level could not be easily measured
at exactly the same wavelength, so it was measured at eight
different wavelengths that were 0.5 nm away from the signal
wavelength where the background spectrum was relatively flat,
as shown in Fig. 27.
At each wavelength, the measured SNR was obtained

through 10 times iteration, as shown in Fig. 28(a), and

the difference was calculated and shown in Fig. 28(b). The
smallest difference in SNR was 1.5 dB and overall averaged
decrease in SNR was about 2.5 dB.

VII. CONCLUSION

Based on an InP/InGaAsP, platform we have fabricated and
characterized different SOAs, and based on a highly saturated
SOA, we have successfully fabricated and demonstrated the
first monolithic dual-pumped PSA chip. The amplified sponta-
neous emission noise of the SOA was suppressed significantly
due to the high saturation which restricts PIA, while high
nonlinearity of the SOA benefited the PSA.
On the chip, two tunable laser pumps coherently

injection-locked from sidebands of an external modulated
tone were generated to enable signal-degenerate dual-pumped
phase-sensitive amplification in a highly saturated semicon-
ductor optical amplifier. Phase-sensitive amplification was
experimentally achieved with approximately 6.3 dB and 7.8 dB
extinction of phase-sensitive on-chip gain using two different
chips. Theoretical simulations based on coupled differential
equations were performed and agreed well with experimen-
tal results. The Signal-to-Noise Ratio degradation of the
phase-sensitive amplification chip was also estimated, and
averaged 1.5 – 3.1 dB.
However, compared with high nonlinear fiber, the PSA gain

is still small. The investigation of the chip-scale PSA is not
comprehensive due to low current density to the NL-SOA
and low incident pump power to the NL-SOA. Increasing the
current density to the NL-SOA to increase the PSA gain more
likely causes more heating problems, which either leads to
unstable injection locking or reducing the laser pump power or
possible pump interference. In addition, limited pump power
to the NL-SOA restricts the saturation level of the NL-SOA,
which makes it difficult to evaluate the PSA effect given a
deeply saturated SOA. The PSA chip layout can be improved
to allow more incident pump powers to the NL-SOA, such as
using directional couplers in the PSA chip.
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Abstract—We present a model for multiwavelength mixing in
semiconductor optical amplifiers (SOAs) based on coupled-mode
equations. The proposed model applies to all kinds of SOA struc-
tures, takes into account the longitudinal dependence of carrier
density caused by saturation, it accommodates an arbitrary func-
tional dependencies of the material gain and carrier recombina-
tion rate on the local value of carrier density, and is computation-
ally more efficient by orders of magnitude as compared with the
standard full model based on space-time equations. We apply the
coupled-mode equations model to a recently demonstrated phase-
sensitive amplifier based on an integrated SOA and prove its results
to be consistent with the experimental data. The accuracy of the
proposed model is certified by means of a meticulous comparison
with the results obtained by integrating the space-time equations.

Index Terms—Nonlinear optics, semiconductor optical ampli-
fiers, wave mixing.

I. INTRODUCTION

S EMICONDUCTOR optical amplifiers (SOAs) have been
in the spotlight for many years, attracting ever growing in-

terest in multiple areas of applications. These include all-optical
signal processing in fiber-optic communication networks, cost-
effective local area transmission, and, more recently, integrated
silicon photonics, where SOAs are the building blocks for
the implementation of large-scale integrated photonic circuits.
Many of these applications rely on the mixing of the wave-
length components of the propagating electric field, and their
theoretical study can be performed by numerically integrating
the coupled nonlinear equations describing the evolution of the
electric field envelope in the longitudinal direction along the
SOA, and the temporal carrier dynamics [1], [2]. Obviously,
this approach is not suitable for the efficient design of an SOA,
owing to the intensive computational effort that it involves. The
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search for computationally efficient and analytically tractable
models has yield the formulation of what is sometimes referred
to as a reduced model for the nonlinear SOA response [3], where
the space-time equations reduce to a single ordinary differen-
tial equation [3], suitable for the analytic study of multi-wave
mixing (see, e.g., [3]–[5]). The formulation of a reduced model
hinges upon two major assumptions. The first is that the spon-
taneous carrier recombination rate is proportional to the carrier
spatial density, and the second is that the material gain also de-
pends linearly on the carrier density. These assumptions emanate
from early studies of semiconductor lasers. Indeed, in lasers the
carrier density dynamics is characterized by small deviations
from a steady state value which is set by the threshold condition
of gain equalling the cavity loss. The small deviations around
this value are only caused by amplified spontaneous emission
(ASE) and by some spatial hole burning, which is however of
little significance because in most structures the intra-cavity
optical intensity is only moderately inhomogeneous. Conse-
quently, in laser structures, gain and spontaneous emission rate
can be accurately described by a linearized expression around
the steady state carrier density. Early studies on SOA structures
also used linear expressions for gain and carrier recombination,
and in this case the linearization, albeit less accurate, found
its ground on its simplicity and, more importantly, on the lim-
ited gain of legacy SOAs, which implied a limited longitudinal
inhomogeneity of the optical field in the optical waveguide.
Unfortunately, these assumptions do not reflect the character-

istics of modern SOAs, as is clarified in what follows. Modern
SOAs may have linear gain in excess to 40 dB, implying a pro-
nounced longitudinal inhomogeneity of the field intensity and
hence of gain saturation. This may cause, in some cases, that the
gain is only slightly saturated at the waveguide input, whereas
it is almost zero at the waveguide output, where saturation is so
high that the carrier density approaches its transparency value.
When this is the case, a linear expression for the gain is rea-
sonably accurate only if the gain does not deviate significantly
from the linear expansion around the transparency carrier den-
sity over a range of values. The nowadayswidely accepted forms
for the dependence of the material gain on carrier density do not
meet this requirement, because over such wide range of carrier
density values the nonlinearity cannot be neglected, especially
in quantum-well (QW) SOAs devices [6]. This makes the use
of linear forms for the gain not an option for an accurate and
quantitative description of the SOA dynamics. In addition, ad-
vances in material fabrication have made in modern devices the

0733-8724 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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contribution of defect-induced carrier recombination, which is
proportional to the carrier density N , negligible, with the con-
sequence that spontaneous carrier recombination is dominated
primarily by radiative recombination, whose rate is proportional
to N 2 , and secondarily by Auger recombination, whose rate is
proportional to N 3 [6]. This reality makes the linearization of
the spontaneous recombination rate also a questionable approx-
imation. All these arguments together suggest that the accuracy
of models of the nonlinear SOA response based on linearization
of the carrier recombination rate and gain may be, in state-of-
the-art devices, highly inaccurate.
A natural approach to the study of wave mixing in SOAs,

which closely reminds coupled-mode theories, is the one based
on the derivation of evolution equations for the complex am-
plitudes of the field frequency components. Somewhat surpris-
ingly, studies of wave mixing in modern SOAs (that is, SOAs
characterized by a nonlinear dependence of the recombination
rate and material gain on carrier density) based on this ap-
proach seem to be absent in the literature. In a couple of re-
cent papers [7], [8], the authors assume a linear gain and a
polynomial recombination rate, as it would be appropriate for
bulk SOAs. However, they express the recombination rate as
R(N) = N/τc(N), where τc(N) = N/R(N) has the meaning
of an equivalent spontaneous carrier lifetime and, in the deriva-
tion of the coupled-mode equations, they replace τc(N) with
some time- and space-independent value. This makes, again,
the assumed carrier recombination rate linear.
Another distinctive assumption of all existing coupled-mode

approaches to multi-wave mixing in SOAs is that the carrier
density modulation induced by the mixing is characterized by a
single harmonic component [8]. This is a reasonable assumption
when a single frequency component is dominant over the oth-
ers, like for instance, in four-wave mixing (FWM) experiments
where a single pump and a frequency-detuned weak signal are
injected into the SOA. On the contrary, this assumption is not
satisfied when multiple frequency components, detuned by a
few gigahertz, have comparable intensities. This configuration
characterizes for instance experiments where two strong pumps
are injected at frequencies −Ω + ω0 and Ω + ω0 , and one is
interested in the amplification of a weak signal injected at the
central frequency ω0 . In this case, the strongest carrier modu-
lation occurs at the beat frequency 2Ω between the two strong
pumps, but the signal amplification is mainly affected by the,
possibly weaker, carrier modulation at frequency Ω. This con-
figuration recently became of great interest because it describes
the operation of a relevant class of SOA-based phase sensitive
amplifiers (PSAs) [9]–[13].
In this paper, we derive coupled-mode equations describing

multi-wavelength mixing in SOAs characterized by arbitrary
functional dependencies of the recombination rate and material
gain on carrier density. These include both QW and bulk SOAs.
The proposed model, which in what follows we refer to as the
couple-mode model, takes into account the frequency depen-
dence of the material gain, as well as all orders of the wave-
guide dispersion, and accommodates input optical waveforms
consisting of arbitrary combinations of multiple frequency

components.1 The implementation of the model is illustrated
in detail in the case of a QW SOA characterized by a log-
arithmic dependence of the optical gain on the carrier den-
sity N , and by a cubic-polynomial carrier recombination rate
R(N). The accuracy of the coupled-mode model is success-
fully tested (unlike in previous related studies) by means of a
meticulous comparison with the results obtained by integrating
the space-time equations of the SOA full model. Remarkably,
owing to their inherent simplicity, the coupled-mode equations
imply computational costs by orders of magnitude smaller that
those required by the space-time equations, thus enabling the
efficient characterization of multi-wave mixing in SOA struc-
tures, which would be otherwise highly impractical. We then
apply the derived coupled-mode equations to studying the oper-
ation of a recently demonstrated dual-pumped PSA based on an
integrated QW SOA [11]. We prove the results to be consistent
with the experimental data, and confirm the excellent agreement
with the results obtained by using the full SOA model.

II. COUPLED-MODE EQUATIONS FOR MULTI-WAVELENGTH
PROPAGATION IN SOAS

We denote by E(z, t) the slowly-varying complex envelope
of the electric field propagating in the SOA in the temporal
reference frame that accommodates the field group velocity vg ,
corresponding to the real field

E(z, t) = Re
[
E

(
z, t − z

vg

)
e−i[ω0 t−β (ω0 )z ]

]
, (1)

with ω0 being the optical frequency. The field envelope E is
normalized so that that |E|2 is the optical power flowing through
the transverse waveguide section. It is related to the photon flux
P in photons per unit time and area through the relation

|E|2 = �ω0SmodP, (2)

where Smod = S/Γ is the modal area of the waveguide, with S
denoting the effective SOA area and Γ the optical confinement
factor. The evolution of E(z, t) along the SOA is governed by
the familiar equation

∂E

∂z
=

1
2

[(1 − iα)Γĝ − αint ] E + iβ̂E + rsp , (3)

1We consider here only the nonlinearity that comes from carrier modulation,
neglecting ultrafast nonlinearity arising from carrier heating, two photon ab-
sorption and spectral hole burning. This choice has been motivated to keep the
analysis simple, and also because we are interested to cases where nonlinearity
is large enough to be used in all-optical processing applications or to be an
issue in applications where linearity is sought for. In these cases, the frequency
detuning does not exceed a few tens of gigahertz, and in this detuning range the
nonlinear modulation is mostly caused by carriers. The inclusion of ultrafast
processes, however, does not pose any conceptual difficulties, and can be done
along the lines of ref. [14] assuming that the gain depends on quantities other
than carrier density, like, e.g., the carrier temperature for carrier heating, or the
energy-resolved population of carriers for spectral hole burning, and assuming
a linear decay process of these quantities towards their steady state values. The
effect of carrier capture and escape processes in QW structures can be similarly
taken into account by considering two distinct carrier densities, one for the con-
finement region and one for the QW. Also these processes, however, become of
relevance for a pump-probe frequency detuning of the order of 100 GHz [15],
much higher than the range of values considered here.
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where α is the Henry factor, αint is the SOA internal loss co-
efficient, and rsp is the spontaneous emission noise term. By ĝ

and β̂ we denote the material gain operator and the wavenum-
ber operator. The operator formalism allows us to conveniently
accommodate the frequency dependence of the gain as well as
the waveguide dispersion to any order. Within this formalism
the two operators can be expressed as

ĝ =
∞∑

m=0

1
n!

∂ng(N,ω0)
∂ωn

0

(
i
∂

∂t

)n

(4)

β̂ =
∞∑

m=2

1
n!

dnβ(ω0)
dωn

0

(
i
∂

∂t

)n

, (5)

where g(N,ω) is the gain coefficient expressed as a function of
the carrier density N and the optical frequency ω, and β(ω) is
the frequency-dependent field propagation constant. The expres-
sions for ĝ and β̂ in Eqs. (4) and (5) are obtained by expanding
g(N,ω) and β(ω) around the carrier frequency ω0 . The fact
that the sum in Eq. (5) starts from n = 2 is consistent with the
definition of E(z, t) in Eq. (1), which already accounts for the
effect of β(ω0) and dβ(ω0)/dω0 = 1/vg .
The spontaneous emission noise term rsp is modeled as a

zero-mean, complex phase independent random process. It de-
pends explicitly on the carrier density, besides time and space,
i.e., rsp = rsp(N, t; z). Its correlation function is [16]

E
[
r∗sp(N, t; z)rsp(N, t′; z′)

]
= �ω0Rsp(N, t − t′)δ(z − z′),

(6)
where by the symbolEwe denote ensemble averaging. Here the
term δ(z − z′) accounts for the fact that different longitudinal
waveguide sections provide statistically independent contribu-
tions to the noise term, and [6]

Rsp(N, t′ − t) =
∫

e−i(ω−ω0 )(t ′−t)nsp(N,ω)Γg(N,ω)
dω

2π
,

(7)
is the spontaneous emission rate into the waveguide mode and in
the field propagation direction, with nsp denoting the population
inversion factor [6]. Spontaneous emission is a small perturba-
tion of the propagating field, so that we may safely replace N
with its temporal average, thus neglecting the effect of its small
fluctuations around this value. Within this approximation the
process of spontaneous emission can be modeled as a stationary
process in time.
The equation for the carrier density is

∂N

∂t
= RJ − Rrad − Rnr , (8)

where the meaning of each of the terms at the right-hand side
of the equation is discussed in what follows. The term

RJ =
JwaL

V
=

J

ed
, (9)

is the carrier injection rate into the active volume V = SL =
wadL, where wa is the active region width, L is the active
region length, and d is the active region thickness. The term
Rrad = Rin + Rout is the radiative recombination rate related to

processes inwhich the recombination of one carrier is associated
to the generation of one photon. The termRin refers to processes
in which emission occurs into the guided mode. By definition,
this implies thatRin(N) is related to the flux of photons flowing
in the waveguide P through the balance relation

RinSdz = Smod [P (z + dz) − P (z)] , (10)

which yields

Rin =
1
Γ

∂P

∂z
. (11)

The processes accounted for by Rin includes stimulated emis-
sion and spontaneous emission within the waveguide mode
(which is only a fraction of the overall spontaneous emission).
The termRout(N) is the rate of recombinations accompanied by
spontaneous emission of photons outside the waveguide mode
and it can be expressed as Rout = BN 2 − Rsp,in , where the
term BN 2 is known to be an excellent approximation of the
total rate of recombinations associated with spontaneous emis-
sion (inside and outside the waveguide mode) [6], and Rsp,in
accounts for the rate of recombinations that produce sponta-
neous emission in the waveguide mode, namely it accounts for
the contribution to the carrier recombination rate of the noise
term rsp that appears in Eq. (3). Finally, the term Rnr is the
recombination rate of non-radiative processes, which we ex-
press as Rnr = AN + CN 3 , where the linear contribution AN
is mostly due to defect-induced recombination, and the cubic
contribution CN 3 to Auger recombination.2 By combining the
various mechanisms, Eq. (8) becomes

∂N

∂t
= −R(N) +

J

ed
+ Rsp,in − 1

�ω0S

∂|E|2
∂z

, (12)

where by R(N) we denote the familiar recombination rate3

R(N) = AN + BN 2 + CN 3 . (13)

By expanding the derivative ∂|E|2/∂z and using Eq. (3),
Eq. (12) assumes the form

∂N

∂t
= −R(N) +

J

ed
− 1

�ω0S
Re [E∗(1 − iα)ΓĝE] , (14)

where we used the fact that β̂ is a Hermitian operator, and hence
it does not contribute to ∂|E|2/∂z. The last term at the right-
hand side of Eq. (14) reduces to the familiar form Γg|E|2/�ω0S
if the gain coefficient is assumed to be frequency independent.
Note that in Eq. (14), the term Rsp,in disappears because it

2We note that, while the resulting cubic polynomial expression AN +
BN 2 + CN 3 has been shown to fit very well the experimental data in most
cases [6], the one-to-one correspondence between the three terms of the poly-
nomial and the three recombination mechanisms is not always as definite as is
illustrated in the main text. For instance, in the case of non-parabolic bands (the
normal case), radiative recombination is also non-parabolic and is best modeled
with a bit of linear component; carrier leakage (due to finite QW barriers) has an
exponential dependence and requires a polynomial fit, affecting the numerical
values of A, B , and C .

3This expression of R(N ) is widely established and is given here for consis-
tency with previous studies. We stress, however, that the analysis that follows
does not make use of it explicitly, and rather applies to arbitrary expressions of
R(N ).
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cancels with an opposite term that—by definition—comes from
∂|E|2/∂z.
We note that Eqs. (3) and (14) can be generalized so as to

include the field polarization in the analysis. While this task
is rather straightforward and does not involve any conceptual
challenge, we intentionally ignore polarization-related issues in
order to keep the focus on themain objective of this work, which
is the study of multi-wavelength propagation.
We express the multi-wavelength electric field and the carrier

density as follows,

E(z, t) =
∑

k

Ek (z)e−ikΩt , (15)

N(z, t) = N0(z) +
∑

k

ΔNk (z)e−ikΩt , (16)

where the coefficients ΔNk must satisfy the equality
ΔN−k (z) = ΔN ∗

k (z) for N(z, t) to be real. The term N0(z) +
ΔN0(z) is the z-dependent time-independent value of the car-
rier density that characterizes the system when it achieves its
stationary state, and N0(z) is defined as the solution of

J

ed
= R(N0) +

Γ
�ω0S

∑
k

g(N0 , ωk )|Ek |2 . (17)

For values of the frequency spacing Ω/2π that exceed the SOA
modulation bandwidth, the temporal fluctuations of N(z, t)
around its stationary value are filtered by the carrier dynamics
and hence they can be treated within a perturbation approach.
A consequence of this situation is that the deviation ΔN0(z)
of the stationary carrier density value from N0(z) is also a per-
turbation, and is small compared to N0(z). In this framework,
all carrier-density dependent quantities that appear in Eqs. (3)
and (14) can thus be expanded to first order with respect to
ΔN = N − N0 , namely

R(N) = R(N0) +
ΔN

τ(N0)
, (18)

g(N,ω) = g(N0 , ω) + gN (N0 , ω)ΔN, (19)

where by the subscriptN we denote differentiation with respect
to N . The quantity

τ(N0) = RN (N0)−1 =

[
dR(N)

dN

∣∣∣∣
N =N0

]−1

, (20)

is the spontaneous carrier lifetime, and

gN (N0 , ω) =
∂g(N,ω)

∂N

∣∣∣∣
N =N0

, (21)

is the differential gain. We stress that these are z-dependent
quantities, owing to the fact that N0 = N0(z), and hence their
values evolve along the SOA. We also notice that the effective
carrier lifetime governing the dynamics of carrier modulation
around the steady state value is the differential carrier lifetime
τ(N0) given in Eq. (20) and also introduced in [17], and not
the total carrier lifetime τc(N0) = N0/R(N0) used in Refs. [7]

and [8]. The difference between these two quantities is approxi-
mately a factor of 2 when the radiative bimolecular recombina-
tion BN 2 is the dominant contribution to R(N), or 3 when the
Auger recombination CN 3 is dominant. By inserting Eqs. (18)
and (19) into Eq. (3) and Eq. (14) we obtain

∂E

∂z
=

1
2

[(1 − iα)Γ(ĝ0 + ΔNĝN ) − αint ] E + iβ̂E + r, (22)

and
∂ΔN

∂t
= − ΔN

τ(N0)
−

[
R(N0) −

J

ed

]

−Re [E∗(1 − iα)Γĝ0E]
�ω0S

−ΔN
Re [E∗(1 − iα)ΓĝN E]

�ω0S
, (23)

where the operators ĝ0 and ĝN are defined as in Eq. (4), pro-
vided that g(N,ω) is replaced with g(N0 , ω) and gN (N0 , ω),
respectively.
The evolution equation for the electric field coefficient Ek is

obtained by inserting the expression of the field (15) in Eq. (22)
and by equating the coefficient of the term exp(−ikΩt) at the
two sides of the resulting equation. As a result, one finds

dEk

dz
=

[
1
2
(1 − iα)Γg(N0 , ωk ) − αint + iβ(ωk )

]
Ek

+
1
2
(1 − iα)

∑
n

ΔNk−nΓgN (N0 , ωn )En + rk , (24)

where we used ĝ0E =
∑

k g(N0 , ωk )Ek exp(−ikΩt) and ĝN

E =
∑

k gN (N0 , ωk )Ek exp(−ikΩt), with ωk = ω0 + kΩ.
The noise term rk is defined by

rk (N ; z) =
∫

dteikΩtrsp(N, t; z), (25)

has zero mean 〈rk (N ; z)〉 = 0, and its variance follows from

〈r∗k (N ; z)rh (N ; z′)〉 = δ(z − z′)�ω0

×
∫

dt

∫
dt′ exp[iΩ(kt′ − ht)]Rsp(N, t′ − t). (26)

Using the stationarity of Rsp , we may express the above as

〈r∗k (N ; z)rh (N ; z′)〉 = δk,hδ(z − z′)�ω0

×nsp(N,ω0 + kΩ)Γg(N,ω0 + kΩ). (27)

The terms rk (N ; z′), k = 0, ±1, ±2, . . . are therefore a set of
phase-independent, spatially-uncorrelated noise terms, which
can be modeled as differentials of independent Wiener pro-
cesses. At this point we can recast Eq. (24) in the following
compact form

d 	E

dz
=

[
1
2
(1 − iα)Γ(G + H) − αintI + ib

]
	E + 	r, (28)

where 	E and 	r are column vectors constructed by stacking the
electric field coefficientsEk and the noise projections rk one on
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top of another, respectively, with E0 and r0 occupying the cen-
tral position, namely 	E = [. . . , E2 , E1 , E0 , E−1 , E−2 , . . .]t ,
and the same for 	r (the superscript t stands for “trans-
posed”). The vector 	E and 	r are of course infinite-dimensional,
and so are the square matrices G, H and b. Consistently
with the definition of 	E, we use positive and negative in-
dices to identify the elements of these matrices, with the
(0, 0) element occupying the central position. In particu-
lar, G and b are diagonal matrices whose (k, k) elements
are equal to Gk,k = g(N0 , ωk ) and bk,k = β(ωk ) − β(ω0) −
kΩdβ(ω0)/dω0 , respectively, whereas the (k, n) element of H
isHk,n = ΔNk−ngN (N0 , ωn ). By Iwe denote the identity ma-
trix (regardless of its dimensions).
We now proceed to the extraction of the carrier density coeffi-

cients ΔNk by equating the terms proportional to exp(−ikΩt)
at the two sides of Eq. (23), when the expression of ΔN in
Eq. (16) is inserted in it. After some straightforward algebra,
involving the use of Eq. (17), one obtains

(1 − ikτΩ) ΔNk = −
∑

h

ΔNhpk,h + Nk , (29)

where

Nk = −τ(N0)R(N0)(1 − δk,0)

×
∑

n

[
(1 − iα)En+kE∗

n

Pstim (N0 , ωn+k )
+

(1 + iα)En+kE∗
n

Pstim (N0 , ωn )

]
, (30)

pk,h =
∑

n

[
(1 − iα)En+k−hE∗

n

Psat(N0 , ωn+k−h)
+

(1 + iα)En+k−hE∗
n

Psat(N0 , ωn )

]
.

(31)

The quantity

Psat(N0 , ω) =
�ω0S

τ(N0)ΓgN (N0 , ω)
(32)

is the familiar saturation power, although its definition accounts
for the frequency dependence of the gain coefficient explicitly,
and

Pstim (N0 , ω) = R(N0)
�ω0S

Γg(N0 , ω)
(33)

is the power value above which carrier depletion is dominated
by stimulated emission. We hence refer toPstim as to stimulated
power. Equation (29) can be conveniently recast in the following
compact form

(I − iτΩk + p)Δ 	N = 	N , (34)

where the (k, h) element of thematrixp is equal to pk,h , andk is
a diagonal matrix with diagonal elements κk,k = k. The column
vectors Δ 	N and 	N are constructed (like the field vector 	E) by
stacking the coefficientsΔNk andNk one on top of another, re-
spectively, namely, Δ 	N = [. . . , ΔN1 , ΔN0 , ΔN−1 , . . .]t and
	N = [. . . , N1 , 0, N−1 , . . .]t . The coefficientsN0 andΔNk are
hence obtained for a given electric field state by solvingEqs. (17)
and (34). These are the most general coupled-mode equations
accounting for any functional dependence of the recombination

rate and material optical gain on carrier density, as well as for
the frequency dependence of the gain andwaveguide dispersion.

III. IMPLEMENTATION OF THE COUPLED-MODE EQUATION
MODEL IN REALISTIC SOA STRUCTURES

As is customarily done in most studies of practical relevance,
where the waveguide dispersion and the frequency dependence
of the gain coefficient have been shown to play a minor role, in
this section we neglect chromatic dispersion, as well as higher-
order dispersion, and assume frequency-independent gain. With
this simplification the matricesG,H, and p become frequency-
independent and assume a very convenient form, as is shown
in what follows. We also neglect the presence of spontaneous
emission noise terms, whose implications on the SOA perfor-
mance, chiefly on the SOA noise figure, will be the subject of
future work.
The multi-wavelength propagation model introduced in the

previous section involves an infinite number of coefficients Ek

and ΔNk , a situation that is obviously incompatible with its
implementation in any numerical platform. However, as will
be shown in the next section, high-order coefficients (namely
Ek and ΔNk coefficients with large values of |k|) provide a
negligible contribution to the solution of Eqs. (17), (28), and
(34), and hence they can be omitted by truncating the vectors
	E and Δ 	N . The truncation of 	E and Δ 	N requires of course
that all matrices involved in Eqs. (28) and (34) be also truncated
accordingly. In what follows we provide explicit expressions for
thosematrices and discuss the procedure that allows the efficient
computation of 	E and Δ 	N .
The truncation procedure of the infinite set of equations (28)

can be performed in a number of ways. One possible approach
is assuming that Ek (z) = 0 for |k| > M . Here M is an integer
number that can be determined self consistently by checking
that the integration of the equations for M → M + 1 yields in-
distinguishable results. This assumption implies ΔNk (z) = 0
for |k| > 2M , owing to the absence of beat terms at frequency
offsets larger than 2MΩ. A simpler yet equally accurate ap-
proach is to assume that the carrier density coefficientsΔNk (z)
are also zero at frequency offsets greater than MΩ. Here we
adopt the latter approach, within which Eqs. (15) and (16)
specialize to

E(z, t) =
M∑

k=−M

Ek (z)e−ikΩt , (35)

N(z, t) = N0(z) +
M∑

k=−M

ΔNk (z)e−ikΩt . (36)

Accordingly, the field vector 	E and carrier density modula-
tion vector Δ 	N , consist of (2M + 1) components. Matrices
G and H in Eq. (28) become (2M + 1) × (2M + 1) matri-
ces. In particular, owing to the assumption of frequency-flat
gain, one can readily verify the equalities G = g(N0)I, and
H = gN (N0)T(Δ 	N), where by T2M +1(ΔNk ) we denote a
Hermitian-symmetric Toeplitz matrix [18]. Below we give the
expression of T2M +1(ΔNk ) in the case M = 2 for illustration
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purposes,

T5(ΔNk ) =

⎡
⎢⎢⎢⎢⎢⎢⎣

ΔN0 ΔN1 ΔN2 0 0
ΔN ∗

1 ΔN0 ΔN1 ΔN2 0
ΔN ∗

2 ΔN ∗
1 ΔN0 ΔN1 ΔN2

0 ΔN ∗
2 ΔN ∗

1 ΔN0 ΔN1

0 0 ΔN ∗
2 ΔN ∗

1 ΔN0

⎤
⎥⎥⎥⎥⎥⎥⎦

. (37)

The neglect of thewaveguide dispersion yieldsb = 0, and hence
Eq. (28) simplifies to

d 	E

dz
=

[
(1 − iα)g(N0) − αint

2
I + T2M +1(ΔNk )

]
	E, (38)

where N0 is the solution of

J

ed
= R(N0)

[
1 +

| 	E|2
τPstim (N0)

]
, (39)

with

Pstim (N0) = R(N0)
�ω0S

Γg(N0)
. (40)

The expression for the carrier density modulation vector Δ 	N
simplifies to

Δ 	N = − τR(N0)
Pstim (N0)

[
I − τΩk +

T2M +1(Ck )
Psat(N0)

]−1
	C, (41)

where

Psat(N0) =
�ω0S

τ(N0)ΓgN (N0)
, (42)

and where Ck is the discrete autocorrelation function of 	E,
namely

Ck =
M∑

n=−M

En+kE∗
n , (43)

in which we assume En = 0 for |n| > M . The expression of 	C
in the case M = 2 is

	C = [C2 , C1 , C0 , C
∗
1 , C

∗
2 ]

t , (44)

and that of T5(Ck ) is

T5(Ck ) =

⎡
⎢⎢⎢⎢⎢⎢⎣

C0 C1 C2 C3 C4

C∗
1 C0 C1 C2 C3

C∗
2 C∗

1 C0 C1 C2

C∗
3 C∗

2 C∗
1 C0 C1

C∗
4 C∗

3 C∗
2 C∗

1 C0

⎤
⎥⎥⎥⎥⎥⎥⎦

, (45)

where we usedC−k = C∗
k , as can be readily verified by inspect-

ing Eq. (43).
The numerical integration of the coupled-equations involves

a three-step procedure for the transition from z to z + Δz, given
the field vector 	E(z). These are:
1) Find the value of N0(z) by solving Eq. (39);
2) Extract the carrier density vector Δ 	N(z) as in Eq. (41);

TABLE I
SOA PARAMETERS

Description Value Units

Linear recombination coefficient A 106 s−1

Bimolecular recombination coefficient B 0.3 × 10−1 0 cm3 /s
Auger coefficient C 3.3 × 10−2 9 cm6 /s
Optical confinement factor Γ 9.7%
Linewidth enhancement factor α 5
Optical wavelength λ0 1561 nm
Group velocity vg 8.33× 109 cm/s
Active region width wa 2× 10−4 cm
Active region tickness d 65× 10−7 cm
Active region length L 0.1 cm
Gain coefficient g0 1800 cm−1

Transparency carrier density N t r 2× 101 8 cm−3

SOA internal loss α in t 5 cm−1

Injection current density J 3.4× 103 A/cm2

Frequency spacing Ω/2π 8.6 GHz

3) Evaluate the field vector 	E(z + Δz) by solving Eq. (38)
from z to z + Δz while using the values of N0 and ΔNk

obtained in steps 1 and 2, according to

	E(z + Δz) = exp
{

(1 − iα)g[N0(z)] − αint

2
Δz

}

exp {T2M +1[ΔNk (z)]Δz} 	E(z). (46)

A. Model Validation

In this section we test the accuracy of the proposed multi-
wavelength propagation model against the results obtained by
integrating the full model’ space-time equations (3) and (14). To
this end we consider a QW SOA, characterized by the following
logarithmic functional dependence of the gain coefficient on
carrier density [6]

g(N) = g0 log
(

N

Ntr

)
, (47)

where g0 is a gain parameter and Ntr is the carrier density
required for transparency.4 The expansion of the gain function
is in this case g(N) � g(N0) + gN (N0)ΔN , with

g(N0) = g0 log
(

N0

Ntr

)
, gN (N0) =

g0

N0
. (48)

The physical and operational parameters of the SOA are listed
in Table I (we note that the SOA is operated with the injection
current density J = 8.5Jtr , where Jtr = ed(ANtr + BN 2

tr +
CN 3

tr) is the injection current density required for transparency).
The SOA is injected with a three-wavelength optical signal char-
acterized by the complex envelope

Ein(t) =
√

W1 e−iΩt +
√

W0 +
√

W−1 eiΩt (49)

with W1 = W−1 = −2 dBm, and W0 = −7 dBm. For this set
of parameters we solved the coupled-mode equations (38), (40),
and (41) with the input field vector 	Ein = [· · · , 0,

√
W1 ,

√
W0 ,

4Of course, the use of different functional forms of g(N ), for instance the
more accurate three parameter expression g(N ) = g0 ln[(N + Ns )/(Ntr +
Ns )] also reported in [6], is fully equivalent in terms of model complexity.
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Fig. 1. Intensity (top panel) and phase (bottom panel) of the field components
Ek versus normalized propagation distance z/L for the displayed values of k
and for the SOA parameters’ values in Table I. Solid curves refer to the coupled-
mode model, while circles were obtained by solving the space-time equations
of the full model.

√
W−1 , 0, · · ·]t . We usedM = 6 and checked that larger values

ofM yield indistinguishable results. We then integrated the full
model’s equations (3) and (14) with the procedure described in
[19], and extracted the coefficients Ek (z) from the numerical
solution Enum(z, t) according to

Ek (z) ↔ Ω
2π

∫ 2π/Ω

t0

Enum(z, t)eikΩtdt, (50)

where by t0 we denote any time at which the system achieved
its stationary state. The results are shown in Fig. 1. In the top
panel we plot by solid curves the intensities of the coefficients
Ek (z) versus the normalized propagation distance z/L for val-
ues of k ranging between k = −4 and k = 4. By circles we plot
the results obtained with the full model. The excellent accu-
racy of the coupled-mode model is self-evident. Interestingly,
the figure shows that the coupled-mode model is accurate in
describing the formation of FWM components that eventually
(at the SOA output) exceed some of the input components. The
center panel of the same figure shows the corresponding phases

Fig. 2. Intensities of field components Ek at the SOA output |Ek (L)|2 , as
obtained by using the coupled-mode model, for increasing values of M . Each
curve corresponds to a specific value of k and hence it originates at |k| = M .
The top panel refers to the set of parameters listed in Table I and used in Fig. 1,
whereas in the bottom panel the optical confinement factor was increased from
10% to 20%.

of the field coefficients Ek (more precisely the solid curves are
the plot of Phase [Ek (z)] + kΩz/vg , where the second term
accounts for the fact that the coefficientsEk (z) characterize the
field envelope in the time reference delayed by z/vg ). The lower
panel provides a direct validation of the condition |ΔNk | � N0 ,
which was assumed in the perturbation analysis. The top circles
show the time-averaged carrier density (in a logarithmic scale)
extracted from the full model results. Although this quantity is
described in the coupled-mode model by N0 + ΔN0 , we com-
pare it with N0 , which is shown as a solid curve. The excellent
agreement between the two plotted quantities is a proof of the
condition ΔN0 � N0 . Lower curves and markers are plots of
|ΔNk | for values of |k| ranging between 1 and 4 (we recall that
|ΔNk | = |ΔN−k |). The plot shows that the absolute value of the
coefficients ΔNk is more than two orders of magnitude smaller
than N0 , thus confirming the condition |ΔNk | � N0 , also for
|k| > 0. Moreover, the excellent agreement between the full
model and the coupled-mode model validates the perturbation
approach for arbitrary magnitude of the perturbations.
We stress that the coupled-mode model offers considerably

greater computational efficiency, as compared to the full time
domain model. In the specific example of Fig. 1, the integration
time of the coupled-mode equations was more than two orders
of magnitude smaller than the integration time required by the
space-time equations, using in both cases in-house developed
MATLAB routines run on the same workstation.
In Fig. 2 we illustrate the dependence of the coupled-mode

model’s results on the number of field coefficients that are
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Fig. 3. Dual-pumped SOA-based PSA’s gain versus the relative phase of
the input signal φs introduced in Eq. (55). The SOA parameters used in the
numerical computation are those given in Table I, the input pump powers were
set toWP 1 = WP 2 = −2 dBm, and the input signal power toWs = −22 dBm.
The solid curve refers to the coupled-mode model withM = 4 (larger values of
M yield indistinguishable results), while the circleswere obtained by integrating
the space-time equations of the full model. The dashed curve shows the results
obtainedwith the coupled-modemodel by propagating only the pump and signal
components, namely by setting M = 1.

considered. In the top panel we plot the output intensities
|Ek (L)|2 evaluated by solving the coupled-mode equations for
increasing values of M , with each curve corresponding to a
different value of k. Since the accounting for the frequency
component Ek dictates that M ≥ |k|, the curve referring to
Ek originates at M = |k|. The plot shows that in the numer-
ical example considered here the results of the coupled-mode
equations for the component Ek become accurate (that is, the
corresponding curve in the figure becomes flat) forM exceeding
|k| by a one or two units. However, it should be pointed out that
the convergence to the correct result is affected by the specific
SOA parameters’ value and may be slower. This is shown in
the lower panel of the Fig. 2, where the same curves plotted in
the top panel are re-calculated by increasing the SOA optical
confinement factor from 10% to 20% and by leaving the other
SOA parameters unchanged. In this example, it can be seen that
using M < 6 may yield an error in the calculation of |E1(L)|2
up to a factor of 100.
The SOA length assumed in this section for the validation

of the coupled-mode model is intermediate between the typical
length of “ultra-short” SOAs (L < 0.5 mm) and that of “ultra-
long” SOAs (L > 1mm).We note that while the accuracy of the
coupled-mode model is not affected in the case of shorter SOAs,
the model may require some improvement in the case of ultra-
long SOAs, where one needs to take into account the spatial
dependence of the injection current, as well as its dependence
on the local carrier density [20].

IV. APPLICATION OF THE MODEL: DUAL-PUMPED
SOA-BASED PSA

In this section we apply the coupled-mode model to the study
of the dual-pumped SOA-based PSA presented in [11]–[13].
The goal of this exercise is two-folded. On the one hand we
aim to show that the phase-sensitive gain value obtained with
the coupled-mode model assuming realistic SOA parameters is

consistent with the experimentally obtained value. On the other
hand, we show explicitly that by restricting the coupled-mode
model to the pump and signal components only, as is sometimes
done [21], yields significantly incorrect results when a realistic
dependence of the amplifier gain on carrier density is used.
The waveform at the input of a PSA of the kind considered

here can be expressed as

Ein(t) = eiφ1
√

W1e
−iΩt + eiφ0

√
W0 + eiφ−1

√
W−1e

iΩt ,
(51)

where by W1 and W−1 we denote the optical powers of the
two pumps and by φ1 and φ−1 their absolute phases. The field
component at the central frequency represents the input sig-
nal component. By removing in all components the immaterial
average phase of the two pumps

φc = (φ1 + φ−1)/2, (52)

and denoting by
φs = φ0 − φc (53)

the input signal phase relative to φc , the input field envelope can
be expressed as

Ein(t) = eiφp
√

W1e
−iΩt + eiφs

√
W0 + e−iφp

√
W−1e

iΩt ,
(54)

where φp = (φ1 − φ−1)/2. We further note that the effect of φp

is limited to introducing an immaterial time shift tp = φp/Ω,
and hence it can be safely set to φp = 0. We therefore solve the
space-time equations using the following input waveform,

Ein(t) =
√

WP1 e
−iΩt + eiφs

√
Ws +

√
WP2 e

iΩt , (55)

and the coupled-mode equations with the input field vector

	Ein = [· · · , 0,
√

WP1 , eiφs
√

Ws,
√

WP2 , 0, · · ·]t . (56)

The key quantity that characterizes the performance of the PSA
under scrutiny is the dependence of the signal gain on the phase
φs . In Fig. 3 we plot the gain Gs(φs) = |Es(L)|2/Ws (in deci-
bels) as a function of φs , where in the case of the full model the
termEs(L) is extracted from the numerical solutionEnum(L, t)
according to Eq. (50) with z = L. The SOA parameters used in
the numerical example are those given in Table I. The input
pump powers were set to WP1 = WP2 = −2 dBm, and the in-
put signal power to the much smaller value Ws = −22 dBm.
The solid curve is obtained by integrating the coupled-mode
model with M = 4, whereas the circles refer to the space-
timemodel. The excellent agreement between the coupled-mode
model and the space-time model, like in the previous section,
is self-evident. The thin dashed curve in Fig. 3 shows the result
obtained with the coupled-mode model by including only the
pump and signal field components, that is by usingM = 1. The
plot shows that the neglect of high-order FWM products yields
higher gain values and a lower phase dependent gain.
We now proceed to compare the results of the coupled-mode

model with the experimental data reported in ref. [13], wherein
all the details concerning the experiment can be found.
The comparison between the theory and the data is performed

by looking at the dependence of the PSA gain on the input signal
relative phase φs of the kind shown in Fig. 3. To this end, we
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note that the numerical values of the SOA parameters listed in
Table I are those estimated for one of the devices tested in [13],
and specifically for the device with a phase dependent gain of
about 6.3 dB. Some of the parameters were directly taken from
the device geometry, like the active region length and width.
The active region thickness was taken to be 65 nm to reflect
the fact that the active region of the device consisted of 10
InP/InGaAsP QWs of 6.5 nm width each. Some of the param-
eters were estimated by independent analysis, like for instance
the value of Γ � 10%, which was extracted from the mode pro-
file given by a finite-difference-method-based electromagnetic
solver. The value of the transparency current density used in
simulations is Jth = 0.43 kA/cm2 , versus the measured value
of about 1 kA/cm2 . This implies an injection efficiency of about
43%, which includes the loss caused by lateral current spread-
ing in the waveguide region and the carrier trapping efficiency
in the QWs. The values for the gain coefficient g0 and for the
coefficients A, B and C are those typical for the InP/InGaAsP
MQW active region of the SOA used in the experiment [6],
[13]. The waveguide internal loss was also set to the typical
value of αint = 5 cm−1 measured in good quality devices. The
linewidth enhancement factor α = 5 is also within the typical
range of values for devices of this type. With these parameters,
the model predicts about 59 dB of linear gain, whereas the mea-
sured linear gain of the device under test was about 48.5 dB
[13]. The 10 dB difference can, however, be safely attributed to
gain compression induced by ASE—neglected in the model but
significant for zero input in devices with high linear gain—and
to thermal effects within the waveguide.
The comparison between the theoretical curve shown in Fig. 3

and the data requires some care.More specifically, since the way
in which the experiment is performed does not allow a precise
measurement of the input signal power, in this comparison we
look at the output signal power (rather than at the gain). In
the logarithmic scale, this simply requires adding a bias to the
theoretical PSA gain. The relative signal phase φs defined in
Eq. (53) is also not known directly. Indeed in the experiment,
the phase of the input signal is controlled by passing the signal
through a tuning region prior to the injection into the SOA. The
phase change of the signal is proportional to the square root
of the current Iφ injected in the tuning region. A calibration
procedure allowed to establish, for Iφ between 1 and 2 mA,
the relation φ0 − φ1 = πχ

√
Iφ with χ � 1 mA−1/2 . As a re-

sult, the relation between the signal relative phase φs and the
measured control current Iφ , φs = πχ

√
Iφ + φb , obtained us-

ing the definition of φs in Eq. (53), contains the unknown bias
φb = (φ1 − φ−1)/2, which also needs to be added to the theo-
retical signal phase in order to facilitate the comparison between
the theory and the data.
In Fig. 4 we plot the output signal power versus the square-

root injection current
√

Iφ . The markers refer to the experimen-
tal results, and they were taken from [13, Fig. 26(a)]. The solid
curve is obtained from the curve plotted in Fig. 3 by shifting the
vertical and the horizontal axes, so as to fit the data, as discussed
in the previous paragraph. The agreement between theory and
experiment is self evident. We remark that such good agree-
ment cannot be obtained by using the conventional three-wave

Fig. 4. Measured relationship among the signal power, the signal phase and
the square root of the current applied to the phase tuner (see ref. [13]), together
with the curve of Fig. 3, suitably re-centered to fit the data.

model (corresponding to the caseM = 1 in our theory and used
in ref. [21]) where the high-order harmonics generated by the
nonlinear interaction between the signal and the two pump are
neglected, unless unrealistic values for the device parameters
are assumed.

V. CONCLUSION

To conclude, we derived a couple-modemodel formulti-wave
mixing in SOAs characterized by arbitrary functional depen-
dencies of the recombination rate and material gain on carrier
density. Themodel takes into account the frequency dependence
of the material gain, as well as all orders of the waveguide dis-
persion, and accommodates input fields consisting of arbitrary
combinations of multiple frequency components. We showed
that the conventional approach assuming a limited number of
generated FWM components gives inaccurate results when two
waveforms of similar intensities are injected into the SOA. In
this case, our model gives highly accurate results if a sufficient
number of generated components are taken into account, as we
showed by direct comparisonwith full time-domain simulations.
We applied the coupled-mode model to studying the operation
of a recently demonstrated dual-pumped PSA based on an inte-
grated QW SOA [11]–[13], and showed that the outcome of the
model is consistent with the experimental results.
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Abstract: An integrated photonic phase-sensitive amplifier with a dual-pumped four-wave mixing 
architecture is investigated. Gain curves with multiple periods are theoretically studied and 
experimentally demonstrated with approximately 7.8 dB extinction gain.  
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1. Introduction 

During the last few years, optical phase-sensitive amplifiers (PSAs) have been attracting great research attention [1] 
due to the unique advantage of enabling noiseless amplification. Unlike conventional phase-insensitive amplifiers 
(PIAs), such as erbium-doped fiber amplifiers (EDFAs) featuring 3-dB quantum-limited NF, PSAs’ noise-free 
amplification could significantly improve the performance of optical links and provide a wide range of applications, 
such as optical telecommunication, remote sensing, and optical spectroscopy and imaging, where performance of the 
signal to noise ratio (SNR) is critical. Various PSAs using parametric down-conversion [2] or four-wave mixing 
(FWM) [3] have been demonstrated; however, in most demonstrated PSAs so far, their implementations are based 
on bulky bench-top systems, which make it difficult to use them in practical scenarios. In [4], we proposed and 
experimentally demonstrated the first integrated photonic PSA chip based on a highly saturated nonlinear 
semiconductor optical amplifier (SOA), exhibiting the potential that a chip-scale PSA could great benefit the 
implementation of PSAs for practical applications. 

In this paper, we further investigate the performance of the PSA chip. A theoretical model is presented to 
estimate the gain performance of the PSA chip and two-period gain curves with approximately 7.8 dB extinction 
gain are measured which agree well with the simulation results. 

2. Principle and chip fabrication 

Figure 1 shows a microscope picture of the fabricated PSA chip after being wire-bonded. The coherent input light 
waves, which are coupled into the chip, consist of one signal to be phase-sensitive amplified in a nonlinear SOA, 
and two pumps to be amplified by two sampled grating distributed Bragg reflector (SG-DBR) lasers thanks to 
injection locking, and. An on-chip phase tuner is used to change the phase of the signal for observing the 
relationship between the PSA gain the signal phase.  

   
Fig. 1 Photo of the signal-degenerate dual-pumped PSA chip after wire-bonding 

To monolithically integrate the single-chip PSA, we have chosen an InP/InGaAsP centered quantum well 
(CQW) platform with 10 quantum wells. Quantum well intermixing (QWI) technology [5] is used to define active 
and passive areas. More details about operation principle and chip fabrication can be found in [4]. 

3.  Experimental results and theoretical simulation 
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First of all, basic configurations for each PSA were conducted to make sure that 1) the two SG-DBR lasers can be 
injection locked; 2) the power distributions among the signal and the pumps are optimized; 3) only the signal phase 
is affected by the phase tuner; 4) no signal interference on the chip. Then, we measured the phase shift of the signal 
when we tuned the phase tuner current. The result is shown in Fig. 2(a) and overall, 1 mA0.5 gives π phase shift of 
the signal. A delay in phase shift when the current was less than 1 mA could be caused by an N+ sheet charge that 
exists at the regrowth interface. The optical spectra at the output of the NL-SOA were measured when the signal 
phase was changed, as shown in Fig. 2(b). The signal was amplified or attenuated as the phase tuner current was 
adjusted. Such a current- or phase-dependent signal power change could be caused by the PSA. 
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Fig. 2 (a) Measured relative signal phase change; (b) measured optical spectrum of the light wave at the output of the nonlinear SOA. 

     
 (a)                                                                                                              (b) 

Fig. 3 Comparisons of the measured PSA gain curve and the theoretical simulation. (a) one-period PSA gain curve with 6.3 dB experimental and 
6.5 dB theoretical results; (b) two-period PSA gain curve with 7.8 dB experimental and 8.5 dB theoretical results. 

To specifically demonstrate and evaluate the PSA, the measured relationship among the signal power at the 
output of the SOA, the square root of the phase tuner current and the signal phase are shown in Fig. 3(a). Overall, 1 
mA0.5 gives π phase shift of the signal and one period oscillation of the signal. Clearly, such a signal power 
oscillation over one π instead of 2π phase indicates that the signal power change was caused by the PSA. Another 
PSA chip was chosen to demonstrate multiple periods of a PSA gain curve, as shown in Fig. 3(b), and about 1.5 
mA0.5 gives π signal phase shift and one period oscillation of the signal. A model for multi-wavelength mixing in 
SOAs based on coupled mode equations [6] is developed and applied to the nonlinear SOA on the PSA chip. The 
simulation results are superposed on Fig 3. By comparing the experimental data and the theoretical curves, good 
agreement is achieved.  
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A fully reconfigurable photonic integrated
signal processor
Weilin Liu1‡, Ming Li1†‡, Robert S. Guzzon2‡, Erik J. Norberg2, John S. Parker2, Mingzhi Lu2,
Larry A. Coldren2 and Jianping Yao1*

Photonic signal processing has been considered a solution to overcome the inherent electronic speed limitations. Over the
past few years, an impressive range of photonic integrated signal processors have been proposed, but they usually offer
limited reconfigurability, a feature highly needed for the implementation of large-scale general-purpose photonic signal
processors. Here, we report and experimentally demonstrate a fully reconfigurable photonic integrated signal processor
based on an InP–InGaAsP material system. The proposed photonic signal processor is capable of performing reconfigurable
signal processing functions including temporal integration, temporal differentiation and Hilbert transformation. The
reconfigurability is achieved by controlling the injection currents to the active components of the signal processor. Our
demonstration suggests great potential for chip-scale fully programmable all-optical signal processing.

One of the fundamental challenges for digital signal processing
(DSP) is the limited speed, largely restricted by the electronic
sampling rate. In an optical network, signal processing is

implemented based on DSP, which involves electronic sampling,
optical-to-electrical (OE) and electrical-to-optical (EO) conver-
sions. A solution to achieve power-efficient and high-speed signal
processing in an optical network is to implement signal processing
directly in the optical domain using a photonic signal processor to
avoid the need for electronic sampling, OE and EO conversions1–3.
Numerous photonic signal processors have so far been reported
based on either discrete components or photonic integrated cir-
cuits1–10. Photonic signal processors based on discrete components
usually have decent programming abilities but are more bulky and
less power efficient, whereas a photonic integrated signal processor
has a much smaller footprint and a higher power efficiency. A
photonic signal processor can be used to implement fundamental
signal generation and processing functions such as optical pulse
shaping and arbitrary waveform generation1, optical dispersion
compensation7, temporal integration8, temporal differentiation9

and Hilbert transformation10. These functions are basic building
blocks of a general-purpose signal processor for signal generation
and fast computing. Fast computing processes such as temporal
integration, temporal differentiation and Hilbert transformation
have important applications11–22. For example, a photonic integrator
is a device that is able to perform the time integral of an optical
signal, which has applications in dark soliton generation12, optical
memory13 and optical analog–digital conversion14. One of the
most important characteristic parameters of a photonic integrator
is the integration time. A long integration time means a better inte-
gration capability. An ideal photonic temporal integrator should
have an infinite integration time. An on-chip all-optical integrator
compatible with complementary metal oxide–semiconductor
(CMOS) technology was reported15, based on an add-drop ring
resonator with an integration time of 800 ps. For many applications,
however, an integration time as long as a few nanoseconds is needed.
To achieve such a long integration time, the insertion loss must be

precisely compensated to obtain a high Q-factor, which is very chal-
lenging, particularly for stable operation without causing lasing. In
addition, an integrator with a fractional or higher order is also
needed, which is more difficult to implement16. A photonic tem-
poral differentiator17 is a device that performs temporal differen-
tiation of an optical signal, and has applications in all-optical
Fourier transform18,19, temporal pulse characterization20 and the
demultiplexing of an optical time division multiplexed (OTDM)
signal21, for example. A photonic Hilbert transformer is a device
that derives the analytic representation of a signal10, and has been
widely used for single-sideband (SSB) modulation. Optical SSB
modulation is particularly useful in a radio-over-fibre (ROF) link
to avoid dispersion-induced power fading22. Although the photonic
implementations of these functions have been reported8–10,15,17, a
signal processor is usually designed to perform a specific function
with no or very limited reconfigurability. For general-purpose
signal processing, however, a photonic signal processor should be
able to perform multiple functions with high reconfigurability.

In this Article, we report the design, fabrication and experimental
demonstration of a fully reconfigurable photonic integrated signal
processor to perform the three signal processing functions intro-
duced above. The photonic signal processor consists of three
active microring resonators (R1, R2, and R3) and a bypass wave-
guide as a processing unit cell, as shown in Fig. 1a,b. To obtain
on-chip reconfigurability, we incorporate nine semiconductor
optical amplifiers (SOAs) and twelve current-injection phase
modulators (PMs) in the unit cell, as shown in Fig. 1b. The
tunable coupling between two neighbouring rings and between
the outer ring and the bypass waveguide is realized using four
tunable couplers (TCs) with each consisting of two multi-mode
interference (MMI) couplers and two PMs, as shown in the inset
in Fig. 1b. The coupling ratio in each TC can be tuned by adjusting
the injection currents to the two PMs in the TC. Within each ring
there are two SOAs used to compensate for the waveguide propa-
gation loss and the MMI splitting loss and insertion loss. When
an SOA is forward biased it can create an optical gain. On the
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other hand, an SOA can operate as an optical absorber when it is
reverse biased, which is the key to achieving the configurability of
the processor. Consequently, with the SOAs used in this design, a
waveguide path could be on or off to facilitate the synthesis of
various circuit geometries. By reverse biasing one SOA in each of
the three ring resonators, for example, the three mutually
coupled rings are reduced to a single optical path. With the
bypass waveguide incorporated in the design, the chip can be
reconfigured as a Mach–Zehnder interferometer (MZI). The
signal processing functions can be implemented by reconfiguring
the unit cell with a specific geometry (see Supplementary
Section 1). In addition, there is a current-injection PM in each
ring resonator, and a PM in the bypass waveguide, which are used
to achieve wavelength tunability. Furthermore, the order of the
signal processor, either a fractional or higher order, can be tuned
by tuning the coupling ratio of the TC. The fabricated device,
shown in Fig. 1c, is wire-bonded to a carrier to enable easy access
to the SOAs and PMs with the assistance of a customized probe
station. In the following, the proposed integrated photonic signal
processor reconfigured to achieve three different functions for fast
signal processing is discussed.

Photonic temporal integrator
An nth-order temporal integrator is a linear time-invariant (LTI)
system with a transfer function given by16

Hn(ω) =
1

j ω − ω0

( )
[ ]n

(1)

where j =
���
−1

√
, ω is the optical angular frequency and ω0 is the carrier

frequency of the signal to be processed. A first-order photonic
temporal integrator can be implemented using an optical resonator,
for example, an add-drop ring resonator16 (see Supplementary

Section 3-I). If the input and drop ports are used, the ring resonator
would have a spectral response that is close to that given in (equation
(1)) for n = 1, and it is a first-order temporal integrator. A higher-
order (with n = 2, 3, …) temporal integrator can be implemented
by cascading or coupling n first-order integrators16. An nth-order
temporal integrator is capable of calculating the nth time integral of
an arbitrary optical waveform.

The photonic integrated signal processor shown in Fig. 1 can be
configured to operate as a temporal integrator with an order of 1, 2
or 3, depending on the number of rings used. In the unit cell, there
are three mutually coupled ring resonators with two active SOAs in
each ring resonator. If one SOA in a ring resonator is reverse-biased
to shut off the waveguide, the ring resonator simply becomes a wave-
guide. By controlling the number of rings in the unit cell to be 1, 2 or 3,
a temporal integrator with an order of 1, 2 or 3 is achieved (see
Supplementary Sections 3-II, III). For example, a temporal integrator
with an order of 1 is configured by shutting off two ring resonators, as
shown in Fig. 2a. In each ring resonator, a current injection PM is
incorporated that is used to tune the resonance frequency of the ring
resonator, thus achieving wavelength tunability. In addition, the
tunable coupling between two adjacent rings, and between an outer
ring (R1 or R3) and the bypass waveguide, can offer tunable spectral
response of the coupled-ring resonator, which can be used to achieve
higher-order integrators.

Photonic temporal differentiator
An nth-order temporal differentiator provides the nth-order time
derivative of the envelope of an optical signal. An nth-order tem-
poral differentiator can be considered as an LTI system with a transfer
function given by

Hn(ω) = [j(ω − ω0)]
n = ejn(π/2)|ω − ω0|n ω > ω0

e−jn(π/2)|ω − ω0|n ω < ω0

{
(2)
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Figure 1 | The schematics of the proposed photonic integrated signal processor. a, The schematic diagram of the processor as a unit cell. b, A schematic
representation of the processor consisting of three coupled rings and a bypass waveguide. c, The fabricated on-chip photonic signal processor prototype. The
lower image shows the chip wire bonded to a carrier for experimental test.
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As can be seen an nth-order temporal differentiator has a magnitude
response of |ω −ω0|

n and a phase jump of nπ at ω0. An optical filter
with a frequency response given by (equation (2)) can be implemented
using an MZI23 (see Supplementary Section 3-V). By controlling the
coupling coefficients of the input and output couplers in an MZI, a
tunable phase shift from 0 to 2π can be achieved, thus a temporal dif-
ferentiator with a tunable fractional order can be implemented. The
photonic integrated signal processor shown in Fig. 1 can be configured
to have an MZI structure as shown in Fig. 3a. One arm of the MZI is
formed by shutting off the three ring resonators in the unit cell, by
applying a reverse bias to one of the two SOAs in each of the three
ring resonators. The other arm is the bypass waveguide. The tuning
of the fractional order is achieved by changing the coupling coeffi-
cients at both the input and output couplers. The operation wave-
length can also be tuned by adjusting the injection current applied
to the PM in one of the MZI arms.

Photonic temporal Hilbert transformer
A nth-order Hilbert transformer is an LTI system with a transfer
function given by24

Hn(ω) =
e−jn(π/2) ω > 0
ejn(π/2) ω < 0

{
(3)

As can be seen, an nth-order Hilbert transformer has a magnitude
response of 1 and a phase jump of nπ at ω0. A fractional Hilbert trans-
former becomes a conventionalHilbert transformerwhen n = 1. For n
= 0, we have H0(ω) = 1, which is an all-pass filter. For 0 < n < 1, the
output is a weighted sum of the input signal and its conventionally
Hilbert transformed signal24. In addition, a fractional Hilbert transfor-
mer with an order of n is equivalent to two cascaded fractional Hilbert
transformers with fractional orders of α and β if α + β = n. A ring reso-
nator can be used to implement a Hilbert transformer if the Q-factor
is high (see Supplementary Section 3-IV). For a ring resonator with a
high Q-factor, the spectral response is close to all pass, except for a
narrow notch that is small enough and would contribute negligible

error to the transform25. Figure 4a shows the configuration.
Although the three ring resonators in the processor can be indepen-
dently enabled or disabled, they are coupled in series. As a result,
only one fractional Hilbert transformer or two cascaded fractional
Hilbert transformers can be configured in the unit cell
corresponding to a single-ring or two-cascaded-ring structure with
all-pass configuration.

Results
The proposed signal processor is fabricated in an InP–InGaAsP
material system that is wire-bonded to a carrier for experimental dem-
onstration, as shown in Fig. 1c. The SOAs in each ring aremeasured to
have a peak gain of 9.6 dB per SOA, which can be used to compensate
for the insertion loss or to shut off the ring. The coupling coefficients
of the TCs are measured at different injection currents to the PMs,
which can be controlled from 0 to 100% when one of the PMs in
each of the TCs is injected with a current from 0 to 3.5 mA (for injec-
tion currents applied to each active component, see Supplementary
Section 2). There are twenty-one active components (SOAs and
PMs) in a unit cell. When injection currents are applied, they will gen-
erate heat, which will shift the resonance wavelengths of the ring reso-
nators and degrade the system stability. In the experiment, a
temperature control unit is used to ensure the working temperature
of the chip is 22 °C, to maintain stable operation.

Integrator. We first test the operation of the signal processor that is
configured as a photonic temporal integrator with an order of n = 1.
As a first-order integrator, the photonic integrated signal processor is
configured to operate as a single ring resonator (R1 is on, R2 and R3
are off), as shown in Fig. 2a, where the output optical signal is
converted to an electrical signal at a photodetector and monitored by
an oscilloscope. The free spectral range (FSR) is measured by an
optical vector analyser (OVA, Luna) to be 0.22 nm, as shown in
Fig. 2b. By changing the injection current to the PM in the ring
(the PM in R1), the spectral response of the ring is laterally
shifted, thus the peak location is also shifted, as shown in Fig. 2c,
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Figure 2 | Experimental results when the photonic integrated signal processor is configured as a temporal integrator. a, The configuration of the first-order
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which confirms the tuning of the working wavelength. In the
experiment, an optical Gaussian pulse generated by a mode-
locked laser (MLL) source and spectrally shaped by an optical
bandpass filter (Finisar, WaveShaper 4000S) with a full width at
half maximum (FWHM) of 46 ps centred at 1,557.4 nm, as
shown as the red curve in Fig. 2b and the inset in Fig. 2d, is then
coupled into the temporal integrator via a lensed fibre. Figure 2d
shows the first-order temporal integral of the input Gaussian
pulse. The integration time is measured to be 10.9 ns, which is
more than one order of magnitude longer than the result
reported in ref. 15. With a rising time of 48 ps, the proposed
photonic integrator offers a time–bandwidth product15 (TBWP, a
principal figure of merit, represents the throughput limit for an
optical system determined by the product of the bandwidth and
the time–bandwidth of the optical system) of 227, which is much
higher than an advanced electronic integrator (TBWP<10)26, and
also more than two-times greater than the previously reported
photonic integrator (TBWP∼100)15. The Q-factor is also
calculated based on the integration time, which is ∼50 million.

Then, the photonic integrated signal processor is configured as a
second-order (where R1 and R2 are on and R3 is off ), and a third-
order (where R1, R2 and R3 are all on) temporal integrator with two
and three coupled ring resonators on the chip. The integration of the
input Gaussian pulse at the outputs of the second- and third-order
temporal integrator is then obtained (Fig. 2e). A higher order inte-
grator, such as a second- and third-order integrator, can be used, for
example, to solve higher-order ordinary differential equations15,16. A
second-order integrator can also be used for arbitrary waveform
generation11. The first-order integral of an in-phase and out-of-
phase doublet pulse is also computed by the proposed first-order
temporal integrator. An in-phase/out-of-phase doublet consists of
two temporally separated in-phase/out-of-phase Gaussian wave-
forms with identical amplitude profile. As shown in Fig. 2f,g, the
temporal integrator sums up the area under the two field amplitude
waveforms for the case of in-phase doublet pulse. As the phase
relationship between the two pulses of the in-phase doublet is not
maintained during repeated round-trips in the ring resonator due
to the dynamic intensity-dependent refractive index variations,
the magnitude of the integration output is not well maintained,
which leads to a reduced integration time of 7.8 ns. For the case
of out-of-phase doublet pulse, the time integral of the second wave-
form in the doublet pulse cancels that of the first waveform, leading
to a square-like profile with the duration determined by the time
delay between the two waveforms of the doublet pulse. As shown
in Fig. 2g, the two out-of-phase pulses do not subtract completely,
this is because the two pulses are not perfectly identical in amplitude
and phase due to a slight asymmetry of the MZI used to generate the
two pulses (the two pulses are generated by splitting a single pulse to
two pulses and recombining the time-delayed pulses at the output of
the MZI). These results suggest important applications of a photo-
nic integrator as a memory unit, such as ‘write’ and ‘erase’ oper-
ations15. Simulations are also performed to calculate the temporal
integral of the input pulse and the results are plotted with dashed
line as shown in Fig. 2d–g. As can be seen, the experimental
results agree well with the simulation results. The active components
such as the SOAs and PMs in the processor offer a precise control of
the resonance peak and the Q-factor of each ring resonator, which is
indispensable for achieving higher-order integration8. This is the
first time that a higher order (up to 3) photonic temporal integrator
is implemented on an integrated chip.

Differentiator. We test the operation of the signal processor
configured to have an MZI structure to operate as a fractional-order
temporal differentiator (where R1, R2 and R3 are all off, forming
one arm of the MZI, the bypass waveguide forms another arm of the
MZI), as shown in Fig. 3a. Again, a photodetector is connected at

the output of the chip to convert the optical signal to an electrical
signal. The spectral response of the MZI is shown in Fig. 3b. It has
an FSR of 0.44 nm. By changing the injection current to the PM in
one of the two arms, the spectral response is then laterally shifted, as
shown in Fig. 3b. By changing the injection current to the PMs in
the tunable couplers at the input or output of the MZI, the coupling
coefficient can be tuned to achieve tunable phase shift at the
transmission notch. Figure 3c,d shows the measured transmission
notch with a phase jump from 0 to π by an optical vector network
analyser (OVA, Luna). A Gaussian pulse with a temporal width of
33 ps centred at 1,558.7 nm, shown in Fig. 3c,e, is coupled into the
chip. Five differentiated pulses corresponding to five differentiation
orders of 0.785, 0.842, 1, 1.2, and 1.68 are obtained, which are
shown in Fig. 3f–j, respectively. The phase information of the
differentiated pulses is also shown. Again, simulations are also
performed to calculate the temporal differentiation of the input
Gaussian pulse with five differentiation orders of 0.785, 0.842, 1, 1.2,
and 1.68. The results are also shown in Fig. 3f–j. As can be seen, the
experimental results agree well with the simulation results. The slight
mismatch in the dip between the simulation and experimental
output waveforms is due to the limited bandwidth of the
photodetector. The proposed differentiator can provide an analog
processing bandwidth of 55 GHz, as can be seen from Fig. 4c, which
is significant larger than an electronic microwave differentiator27.
With such a large bandwidth, the photonic differentiator can
provide fast signal processing and signal coding23. In addition, the
differentiation order is also tunable, which provides better flexibility
in signal processing, such as tunable image enhancement28 (see
Supplementary Section 4-I).

Hilbert transformer. The photonic integrated signal processor can
also be configured to have a single ring or two cascaded ring
structure to operate as a fractional Hilbert transformer or two
cascaded fractional Hilbert transformers. Figure 4a shows the
configuration as a single-ring fractional Hilbert transformer (R1 is
on, R2 and R2 are off). The spectral response of the single-ring
fractional Hilbert transformer is measured and shown in Fig. 4b
with an FSR of 0.22 nm. By changing the injection current to the
PM in the ring, the notch location is tuned and the FSR is slightly
changed as shown in Fig. 4b. The phase response which
determines the fractional order of the Hilbert transform can also
be tuned by changing the coupling coefficient between the ring
and the bypass waveguide, as shown in Fig. 4c,d, which is
achieved by changing the injection current to the PMs in the TCs.
To validate the operation of the processor as a fractional Hilbert
transformer, an optical Gaussian pulse with a central wavelength
at 1,559.1 nm and a temporal width of 33 ps, shown in Fig. 4e, is
coupled into the chip. The fractional order of the Hilbert
transformer is continuously tunable from 0 to 1 by changing the
coupling coefficient through controlling the injection currents to
the PMs in the TC. Figure 4f–h shows the fractionally Hilbert
transformed pulses with a tunable fractional order from 0.5 to 1.
The fractional order Hilbert transformer can be used to construct
a secure communication system24, in which the fractional order n
is used as a secret key for demodulation. If the order n is
unknown in the demodulation, the signal cannot be recovered.
The proposed fractional order Hilbert transformer can also
provide fast tunability of the fractional order, which can find
applications in secure communication systems.

The signal processor can also be configured as two cascaded
Hilbert transformers (R1 and R3 are on, and R2 is off). Figure 4h,i
shows the output pulses with the fractional orders of (1.0, 0.25) and
(1.0, 1.0) which are equivalent to a single Hilbert transformer with a
fractional order of 1.25 and 2. Again, the tuning is achieved by chan-
ging the coupling coefficients through controlling the injection cur-
rents to the PMs in the tunable couplers. Comparing to the most
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recently reported tunable fractionalHilbert transformer in a chip-scale
device10, the proposedHilbert transformeroffers amuch easier control
of the tunable fractional order through tuning the injection current
instead of changing the polarization states of the input signal.

Discussion and summary
The proposed photonic signal processor can be reconfigured as a
photonic temporal integrator, differentiator, and Hilbert transformer,
which are basic building blocks for general-purpose signal processing
(application examples are given in Supplementary Section 4, and per-
formance evaluation is given in Supplementary Section 5). The pro-
posed photonic signal processor can be used to provide high-speed
processing to break the speed and bandwidth bottleneck of an elec-
tronic processor. For example, a photonic temporal integrator is one
of the most important components in a delta-sigma converter for
optical analog-to-digital conversion14. A photonic temporal differen-
tiator can be used in demultiplexing an OTDM signal21 and perform-
ing real-time amplitude and phase measurement of an optical signal.
A Hilbert transformer can be used to generate a wideband SSB modu-
lated signal (see Supplementary Section 4-II), which is useful in a
radio-over-fibre (RoF) link to avoid dispersion-induced power
penalty22. If the designed photonic signal processor is employed in
an optical network, the above-mentioned functionalities can be
achieved with a single integrated photonic chip. More importantly,
with the development of all-optical networks, photonic signal pro-
cessors can be incorporated into an optical network to perform fast
signal processing without digital sampling, and OE and EO conver-
sions. Thus, the proposed photonic signal processor can provide a
potential cost-effective solution for signal processing in future all-
optical networks.

In summary, we have designed, fabricated and demonstrated a
fully reconfigurable photonic integrated signal processor based on
a photonic integrated circuit. The operation of the signal processor
reconfigured as a temporal integrator, a temporal differentiator and
a Hilbert transformer with a tunable order and a tunable operation
wavelength was demonstrated experimentally. In particular, a tem-
poral integrator over a bandwidth of 0.22 nm with an integration
time of 10.9 ns was achieved, which is the longest integration time
ever reported. Although some photonic signal processing functions,
such as arbitrary waveform generation and optical dispersion com-
pensation, are not implemented with the current design, this work
represents an important step towards the realization of a fully pro-
grammable high speed and wideband general-purpose photonic
signal processor that can overcome the inherent speed limitation
of electronic signal processors.

Methods
Methods and any associated references are available in the online
version of the paper.
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Methods
Device fabrication. The designed chip with a single unit cell has a size of 1.5 × 2 mm.
In the unit cell, the length of each ring resonator is 3 mm. Two 400-μm SOAs with a
confinement tuning layer offset quantum well (CTL-OQW) structure are fabricated in
each ring to provide a peak gain of 9.6 dB per SOA to compensate for the insertion loss
or to shut off the ring. With the ring length of 3 mm subtracting the length of the two
SOAs (400 µm each) in each ring resonator and 7.4 dBcm−1 of passive waveguide loss,
the total waveguide propagation loss is 1.6 dB for each ring resonator. In addition, each
MMI coupler in the ring resonator has 0.5 dB insertion loss. Thus the total round-trip
loss is ∼3.6 dB, which can be compensated by the SOAs. In the bypass waveguide,
there is an SOAwith a length of 600 µm to compensate for the insertion loss or to shut
off the bypass waveguide. Two additional active SOAs are incorporated into the
processor at the input and output waveguides to compensate for the fibre coupling
losses, as shown in Fig. 1. In addition, the facets of the bypass waveguides are angled at
7° to minimize the reflections. The peak power of the input optical signal should be
below ∼13 dBm to avoid damaging the input/output facets. The phase modulation in
the ring and the tuning of the coupler are accomplished by forward bias currents via
current injection and free carrier absorption through the carrier plasma effect in the
PMs. The PMs in the chip are fabricated with a length of 300 µm.

The chip was fabricated on a quarter of a wafer that was grown at UCSB. At the
beginning, the areas in the chip for the SOAs, passive (low loss waveguide
propagation), and phase modulator, are defined by using semiconductor wet-etching

techniques. After regrowth, the deeply-etched waveguides are defined. The
waveguide etch is performed using a 200 °C ICP-RIE dry etch. To make contact to
SOAs and PMs, vias need to be constructed and metallization applied to the device.
First, the newly-etched sample is coated in 300 nm of silicon nitride using PECVD.
This provides the electrical insulation required such that metal traces and pads can
be placed on the surface of the photonic integrated chip (PIC). Then, a partial
exposure is performed on sections of waveguide where vias are desired.

To ease testing, the chips need to be cleaved apart and made secure on a carrier
for wire bonding. The carrier provides structural integrity and large pads for probing
with probe cards. The individual devices are mounted with solder onto an aluminum
nitride carrier and then wire-bonded to the carrier pads.

Pulse generation and measurement. We used a mode-locked laser source with a
repetition rate of 48.6 MHz and a central wavelength at 1,558.7 nm to generate an
optical pulse, and the pulse width is controlled by a programmable optical filter
(Finisar, WaveShaper 4000S) connected at the output of the mode-locked laser
source. The in-phase and out-of-phase doublet pulses are generated using an
unbalanced MZI by launching an optical Gaussian pulse into the MZI with a length
difference between the two arms of 25 cm. As a result, two closely separated pulses
with a temporal separation of 1.14 ns are generated. Depending on the phase shift
applied to one pulse by a phase modulator in one arm of the MZI, an in-phase (no
phase shift) or out-of-phase (π phase shift) doublet pulse is generated.
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Abstract—A wavelength tunable optical buffer with the ability
to achieve data recovery based on self-pulsation in an active mi-
croring resonator is proposed and experimentally demonstrated.
The key component in the optical buffer is the microring resonator
which is implemented based on an InP–InGaAsP material system
incorporating two semiconductor optical amplifiers and a phase
modulator, ensuring an ultrahighQ-factor and a tunable resonance
wavelength for fast self-pulsation operating at gigahertz frequen-
cies. An optical carrier modulated by an arbitrary pulse sequence
is used to trigger the self-pulsation in the microring resonator,
while its output is coupled to a fiber-optic delay line in an opto-
electronic delayed feedback configuration, a recursive system for
data storage. Optical buffering and data recovery at 1 Gb/s are
experimentally demonstrated, which is the fastest optical buffer
ever reported based on self-pulsation in a microring resonator.
The proposed optical buffer can be employed to perform critical
telecommunication buffer functions including writing, storage, re-
shaping, healing, and erasing.

Index Terms—Optical buffering, optical pulse generation,
optical resonators.

I. INTRODUCTION

AN optical buffer, which stores optical signals for a short
period of time, can find numerous applications such as

optical storage [1], optical packet switching [2], and all-optical
signal processing [3]. As one of the fundamental building blocks
in an all-optical system, an all-optical buffer can provide opti-
cal storage directly in the optical domain without the need for
optical-to-electrical and electrical-to-optical conversions, which
will increase the signal processing speed and reduce the power
consumption as compared with an electronic buffer. In the last
few years, numerous approaches have been proposed to imple-
ment optical buffers. At present, five major approaches have
been employed for the implementation of optical buffers. The
first approach is to use an optical delay-line with a long time
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delay for the storage of an optical signal [4], [5], the second is
to use the slow light effect in an optical medium to decrease
the group velocity for optical buffering [6]–[10], the third is to
use the optical Kerr effect to copy and sustain an optical bit as
a temporal soliton in an optical cavity [11], the fourth is to use
the class II excitability [12] in an array of cascaded microring
resonators to achieve optical delay [13], and the fifth is to use the
two stable states as ‘0’ and ‘1’ in photonic crystal nanocavities
for optical buffering [14].
Specifically, in the first approach, a length of optical fiber

or waveguide is used to provide a desired time delay for data
buffering. In 2004, Yeo et al. experimentally demonstrated an
optical fiber delay-line buffer with an adjustable time delay to
provide dynamical reconfigurability of optical buffering within
nanoseconds [4]. In such a delay-line-based optical buffer, the
time delay is offered by the physical length of the optical fiber;
as a result, the size of the buffering system is inevitably large if
a considerable amount of delay is needed. Recent advances in
photonic integrated circuits (PICs) have led to the development
of ultra-long optical delay line on a silicon chip for optical
buffering. At present, a delay line as long as 250 m has been
demonstrated on a silicon chip over an area of 9.5 cm × 9.5 cm
[5]. Delay line buffers provide a practical solution for all-optical
buffering with a large bandwidth. However, these delay-line
buffers need optical switches to route the light in the delay-line
structure to achieve a reconfigurable time delay, which would
increase system complexity and introduce extra losses.
In the second approach, an optical buffer is implemented

based on the slow light effect in an optical material that has
strong dispersion. In such a material, optical waves with dif-
ferent wavelengths propagate at different speeds and thus the
group velocity of the optical waves can be reduced. By making
the dispersion of the material sufficiently strong, the group ve-
locity can be significantly reduced, to be less than the speed of
light in vacuum, which can be used to provide the time delay
in an optical buffer. To date, numerous techniques to implement
optical buffers based on slow light effects in various materi-
als have been reported. These slow light mechanisms include
electromagnetically induced transparency [6], coherent popula-
tion oscillations [7], stimulated Brillouin scattering effects [8],
optical parametric amplifying [9], and resonating in an optical
waveguide [10]. Although slow light effects open up great op-
portunities to manipulate the speed of light and thus implement
optical buffers, there are challenges such as small bandwidth
and large losses.
In the third approach, an optical buffer is implemented by

exciting temporal cavity solitons in a resonator. Temporal
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cavity solitons exist as temporally localized pulses in a
resonator pumped by an externally driving field, which can be
excited through a phase-insensitive and wavelength-insensitive
process [11]. By modulating the data bits on the driving optical
beam, the temporal cavity solitons are excited in a sequence
corresponding to the data bits. Leo et al. demonstrated an
optical buffer based on temporal cavity solitons, which could
capture a 40 kbit sequence from a 25 Gb/s optical data stream
and provide continuously looped optical read-out of the data at
the original data rate of 25 Gb/s [11]. However, this approach
can only enable optical buffering for optical wavelengths close
to the resonance wavelength of the cavity. Additionally, this
optical buffer requires a strong optical input signal to excite
the Kerr nonlinearity and the writing procedure is very compli-
cated. Furthermore, erasing of the data was not experimentally
demonstrated.
In the fourth approach, the time delay for achieving optical

buffering can be obtained by an excitable photonic neural circuit
[13]. A microring resonator can be excitable if it is pumped by
a continuous-wave (CW) light wave with a sufficiently high
power at the blue side of its resonance due to the thermal and
free-carrier nonlinearities [13]. Van Vaerenbergh et al. proposed
an optical delay line based on an array of excitable silicon-
on-insulator (SOI) microring resonators. With a time delay of
200 ns obtained by simulation, the proposed delay line can be
employed for information buffering at a speed of MHz in a
spiking neural network. However, the buffering speed is limited
to MHz frequencies.
In the fifth approach, photonic crystal nanocavities are used to

store optical signals based on the transmittance bistability [14].
In a photonic crystal nanocavity, the cavity resonance wave-
length can be shifted by varying the input optical power due to
optical nonlinearity. As a result, the transmittance of optical sig-
nals via the cavity can be switched by changing the input optical
power, and the transmittance exhibits bistability as a function of
the input power. By assigning the two bistable states as ‘0’ and
‘1’, an optical buffer is obtained. An optical pulse can then be
used to change the bistable states formemory operation allowing
writing and erasing of data. This approach can provide a large
bandwidth for optical buffering, and a buffering speed as high
as 40 Gb/s was experimentally demonstrated in [14]. However,
since a nanocavity offers only one bit storage, multi-bits have to
be stored in an array of nanocavities. Consequently, the writing,
erasing, and reading are very difficult since selective coupling
of an optical pulse to a specific cavity in the nanocavity array is
needed.
In this paper, we propose a novel approach to the imple-

mentation of a wavelength tunable optical buffer based on self-
pulsation in an active microring resonator at a high bit rate (up
to GHz). Self-pulsation oscillations in the MHz range based on
slow thermal oscillations have been demonstrated [12]. To in-
crease the speed of self-pulsation oscillations for optical buffer-
ing, slow thermal oscillations should be suppressed to allow pure
and fast coupled electron-photon oscillations at GHz range [14].
In this work, we demonstrate the generation of GHz oscillations
based on coupled electron-photon dynamics in an ultrahigh-Q
resonator with a buffering data rate of 1 Gb/s. To our knowledge,

Fig. 1. Schematic of the proposed optical buffer based on a ring resonator.
TLS: tunable laser source; MZM: Mach–Zehnder modulator; OC: optical cir-
culator; PD: photodetector; AWG: arbitrary waveform generator; EA: electric
amplifier; DSO: digital storage oscilloscope.

this is the fastest pure GHz oscillations in the absence of slow
thermal oscillations reported to date using microring resonators
[12]. The proposed optical buffer is experimentally evaluated.
Optical buffering and data recovery at 1 Gb/s are demonstrated.
As the buffering time is determined by the length of the optical
delay line in the system, a desired buffering time can be obtained
by choosing the length of the optical delay line. However, since
the buffering capacity, which is the maximum number of bits
that can be stored in the buffer, is determined by the ratio be-
tween the loop delay time and the self-pulsation time, for a fixed
delay line we can store a data sequence with the number of bits
equal to or smaller than the buffering capacity. Compared with
other optical buffers reported in [4]–[14], the proposed optical
buffer offers a few advantages. 1) There is no need to use mul-
tiple cascaded integrated devices to realize an optical memory
with a bit storage higher than one bit. 2) The proposed optical
buffer offers a GHz-range optical buffering speed with a tun-
able wavelength. 3) Data erasing and data recovery capabilities
are also available with the proposed optical buffer which are
demonstrated experimentally.

II. PRINCIPLE

The schematic of the proposed optical buffer is shown in
Fig. 1. As can be seen, a microring resonator is incorporated in
an optoelectronic delay-line loop to provide self-pulsation for
optical buffering. In the proposed configuration, the microring
resonator works as a nonlinear node that is triggered to gen-
erate a self-pulsating signal in response to an incoming signal,
enabling to write, reshape and restore the information in the
optical buffer, while the delay line in the configuration is used
as a temporal buffer to store the information. The self-pulsation
in the proposed system is a result of strong nonlinearities in the
resonator, and a result from the balance between the nonlinear
response and the photon cavity lifetime [15]–[18]. In our sys-
tem, when a light wave with a high power density is coupled into
the microring resonator, free carriers are generated as a result
of two-photon absorption (TPA) [17], which changes the effec-
tive refractive index of the ring resonator. Since the free carriers
have very short lifetimes, the resonance wavelength change of
the ring resonator caused by the interaction between the free-
carrier dispersion and the TPA is unstable [18]. As a result,
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self-pulsation is triggered, and the achievement of a self-
sustained oscillation requires a positive feedback mechanism
which is provided by the dynamical tuning of the cavity res-
onance as a function of the carrier density that modulates the
stored energy in the cavity. The frequency of the self-pulsation,
which in our case is in the GHz range, is determined by the
lifetime of the free-carriers generated by two-photon absorption
in the ring resonator [15]. This differs substantially from the
self-oscillations created by the competition between thermal
and free carrier effects, which is limited to MHz frequencies
[12]. By using the InP–InGaAsP material system, which is re-
ported to be very efficient in suppressing heat accumulation
[14], thermal-optic induced low speed self-pulsation is absent
in our microring resonators. Taking advantage of the fast self-
pulsating oscillations, a fast optical buffer can be achieved using
the self-pulsation in an active microring resonator triggered by
the input optical signal carrying data with its wavelength close
to one resonance wavelength of the microring resonator. The
self-pulsation in the microring resonator can be controlled ac-
cording to the data in the input optical signal, and thus the
generated pulse train is used to re-shape, restore and heal the
incoming data bits whereas a recursive optoelectronic loop is
employed for signal storage as shown in Fig. 1. To enable wave-
length tunable optical buffering, a phase modulator (PM) is also
incorporated inside the ring resonator to laterally shift the res-
onance wavelength to make it close to the wavelength of the
input optical signal.
As shown in Fig. 1, the output of an active microring res-

onator is coupled to a long delay line in an optoelectronic de-
layed feedback configuration, which consists of a tunable laser
source (TLS1), a Mach–Zehnder modulator (MZM1), a micror-
ing resonator, an optical delay line, a photodetector (PD), and
an electronic amplifier. The data buffering is realized as follows.
By tuning the wavelength of TLS1 close to one resonance wave-
length of the microring resonator, a self-pulsation signal can be
triggered and stored in the closed loop configuration in response
to an incoming signal, therefore, data buffering can be achieved
in this recursive system, and the buffering time is determined
by the length of the optical delay line. The optical signal from
TLS2 with a wavelength close to the resonance wavelength of
the ring resonator is modulated by a data sequence and injected
into the optical buffer to provide the initial excitation of self-
pulsation in the microring resonator. Without injection of the
binary pulse sequence, the microring resonator operates in an
unlocking regime without nonlinear self-oscillations being ob-
served. Then, by modulating the injected optical signal with a
sequence of data, the microring resonator starts to operate in
the nonlinear self-oscillation regime if the incoming modulated
data sequence has a sufficiently high energy. The first output
pulse excited by the optical signal is fed back to the input (Port
1 shown in Fig. 1) after being delayed by a long delay time
which initiates another self-pulsation pulse at the output. This
recursive process results in a train of output pulses encoded by
the modulated data sequence at a fixed interval determined by
the length of the delay-line. We would like to highlight that
the data sequence is successfully written after only a single
roundtrip.

Fig. 2. (a) Schematic of the active microring resonator. (b) Fabricated micror-
ing resonator prototype (c) with wire bonding to a carrier.

The key component in the proposed optical buffer is the ac-
tive microring resonator, as shown in Fig. 2(a), since it provides
the nonlinear node of the buffering system. The output of which
is coupled to a bus waveguide by a tunable coupler. Since the
self-pulsation of the microring resonator can be triggered even
with a strongly degraded pattern, the optical buffer is able to per-
form reshaping and restoring of a degraded data sequence. The
tunable coupler is implemented by an MZI with a PM in each of
the two arms. Two multimode interference couplers are used to
combine and split optical power at the two ends of the MZI. By
injecting a current to one of the two PMs, the coupling ratio of
the tunable coupler can be tuned from 0 to 100%. There are also
two semiconductor optical amplifiers (SOAs) at the input and
output of themicroring resonator to compensate for the coupling
loss between the optical fiber and the resonator. Two additional
SOAs are incorporated in the microring resonator to manage
the insertion loss and thus achieve a high Q-factor. To achieve a
tunable resonance wavelength, a PM is also incorporated inside
the microring resonator. By changing the current injected into
the PM, the resonance wavelength of the microring resonator
can be laterally shifted. In this way, the designed microring res-
onator can provide an ultrahighQ-factor and a tunable resonance
wavelength. Since the resonance wavelength of the microring
resonator is tunable due to the PM in the microring resonator,
the incorporation of the active ring resonator in the proposed
optical buffer would enable high speed and wavelength tunable
optical data buffering.

III. EXPERIMENTAL RESULTS

The microring resonator is fabricated in an InP–InGaAsP
material system, as shown in Fig. 2(b) and wire bonded to a
carrier for easy accessing to the SOAs and PMs in the micror-
ing resonator, as shown in Fig. 2(c). The epitaxial structure for

62



LIU et al.: WAVELENGTH TUNABLE OPTICAL BUFFER BASED ON SELF-PULSATION IN AN ACTIVE MICRORING RESONATOR 3469

Fig. 3. Simulation and experimental results. Green solid line shows the sim-
ulation self-pulsation in the microring resonator. Red dashed line and blue
solid line show the self-pulsation with a CW signal of 6.28 dBm and 7 dBm,
respectively.

an SOA in the device includes an InP substrate, an n-dopant
layer, a 300 nm waveguide layer, a ∼250 nm confinement tun-
ing layer (CTL), 5 quantum wells (QWs), a 1.7 μm Zn p-dopant
layer, a 150 nm contact layer, and a metal layer. In such an
epitaxial structure, the CTL pushes the QWs away from the
waveguide layer to reduce the confinement factor and improve
the saturation power. For a PM in the device, a p-dopant layer
is grown on top of the waveguide layer without the CTL and
QWs. For a passive waveguide, the contact layer is covered by
a p-cap layer. In the InP–InGaAsP material system, heat can
escape effectively [14], which would minimize the temperature
increase due to the thermal effect. In addition, the device has a
heterostructure, which allows the generated carriers to be con-
fined in the InGaAsP region due to the band gap difference
between the waveguide layer and the cladding layers. There-
fore, a strong interplay between the carriers generated in the
waveguide and the propagation light wave is obtained, which
would enhance the self-pulsation effect. The length of the ring
resonator is 3 mm, which provides a free spectral range (FSR)
of 27.2 GHz or 0.22 nm at 1550 nm. The 3-dB bandwidth of the
resonance notch is 22 pm, which is also tunable by tuning the
gain in the ring resonator and the coupling coefficient between
the ring resonator and the bus waveguide.
The self-pulsation in the fabricatedmicroring resonator is first

experimentally demonstrated. To do so, a CW light wave from a
TLS (Agilent, N7714A) centered at 1558.775 nm is coupled into
the microring resonator, which has a wavelength that is 25 pm
apart from one of the resonance wavelengths of the microring
resonator at 1558.8 nm. As shown in Fig. 3, a pulse train with
a pulse width of 536.7 ps and a repetition rate of 1.12 GHz is
generated when the input optical power is 7 dBm, which is close
to the theoretically calculated pulse train by simulation with
a free-carrier lifetime of 890 ps. Therefore, an on-off keying
(OOK) data sequence with a rate less than 1.12 Gb/s can be
used to trigger the self-pulsation in the ring resonator, meaning
that the speed of the self-pulsation oscillations sets an upper
limit of the bit rate that can be supported in the buffer. Due to
the injection currents to the two SOAs inside the ring resonator,
the insertion loss is largely compensated, which enables the
resonator to have an ultrahigh Q-factor up to 31 million [19]. In
the experiment, the Q-factor of the ring resonator is measured
to be ∼1 million, which is good enough to achieve effective
self-pulsation. The pulse duration andmagnitude can be slightly
tuned by changing the input optical power [12]. When the input

Fig. 4. Experimental results. (a) Input 1 Gb/s 27-1 PRBS data sequence gen-
erated by an AWG. (b) Observed pulse train at the output of the optical buffer.
(c) Solid line represents the detailed data sequence marked in (b) by a dashed
box, and the dashed line represents the data used to generate the 27-1 PRBS.

optical signal is tuned to 6.28 dBm, the pulse width is reduced
to 583.6 ps, and the peak magnitude of the pulse is dropped by
20%. To ensure stable operation, a thermoelectric cooler is used
to improve the temperature stability of the device and thus to
achieve stable optical buffering. In the experiment, no drifting
in the central wavelength of the ring resonator is observed after
the system is warmed up which takes about 10 minutes.
Inwhat follows, the experimental investigation of the incorpo-

ration of the active ring resonator in the proposed optical buffer,
shown in Fig. 1, to achieve optical buffering is discussed. The
output of the microring resonator is coupled to a 30-m optical
delay line in the optoelectronic delayed feedback configuration
to ensure a loop delay larger than the length of the input signal,
where a TLS (TLS1, Anritsu, MG9638A), an MZM, the mi-
croring resonator, a PD (Newfocus, 25 GHz), and an electronic
amplifier in addition to the 30-m optical delay line are used. The
optical delay line loop can provide a buffering time of 172 ns.
With a self-pulsation pulse repetition rate of 1.12 GHz, the pro-
posed optical buffer can store a 27-1 PRBS data sequence with
a data rate of 1 Gb/s. The wavelength of the light wave from
TLS1 is tuned at 1558.825 nm which is 25 pm apart from one
of the resonance wavelengths of the microring resonator which
is 1558.8 nm. A 1-Gb/s 27-1 PRBS data sequence generated
by an arbitrary waveform generator (Tektronix, AWG7102),
shown in Fig. 4(a), is modulated on the light wave from TLS2 at
1558.775 nm with a power of 4 dBm, which is injected into the
microring resonator through an optical circulator. The signal at
the output of the optical buffer is observed by a real-time oscillo-
scope (Agilent DSO, X93204A), as shown in Fig. 4(b), and the
signal is stored in the buffer for∼100 round trips. Due to the use
of two SOAs in the ring resonator and an electrical amplifier in
the system, the signal-to-noise ratio (SNR) is decreasing when
the signal is recirculating in the loop. After a certain number of
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Fig. 5. Experimental results showing self-healing in the proposed optical
buffer. (a) Input deteriorated 1 Gb/s data sequence generated by an AWG.
(b) Solid line represents the observed pulse train in the optical buffer, and the
dashed line represents the data used to generate the 27-1 PRBS.

round trips, the SNR will become too low and the signal may
not be detected correctly. In Fig. 4(b), it can be seen that the
buffering interval is 172 ns which is determined by the length of
the optical delay line. Fig. 4(c) shows one of the buffered pulse
sequences which carries the same data as those in the input
optical signal. However, each buffered signal bit is a triggered
self-pulsation pulse which has a fixed pulse shape determined
by the self-pulsation instead of the input signal. This unique
operation principle of an optical buffer based on self-pulsation
limits its application in maintaining data format but enables new
applications such as data recovery.
Since the self-pulsation has a fixed pulse shape, it can be used

for data recovery. For a bit sequence where the amplitude of the
bits is not evenly distributed, as shown in Fig. 5(a), the proposed
system will also perform single-pass healing by restoring and
self-adjusting the received bits to a fixed amplitude, as shown in
Fig. 5(b). By using such an optical buffer, the bit error rate (BER)
performance can be improved. In the experiment, a distorted
signal as shown inFig. 5(a) ismodulated on an optical carrier and
transmitted over a 25-km optical fiber with a BER of 7× 10−3 at
the receiver measured by a bit error rate tester (BERT, Agilent
N4901B). By using the proposed optical buffer, an error free
transmission (BER < 10−13) of the recovered signal over the
same optical fiber has been achieved. Therefore, the proposed
optical buffer is insensitive (in a certain range) to the exact shape
or amplitude of the addressing signal.
To demonstrate the data erasing functionality, a reversed data

sequence, as shown in Fig. 6(a), which is synchronized with
the pulse train in the optical buffer, is modulated on the light
wave from TLS2 to reset the data in the optical buffer [20].
As shown in Fig. 6(b), the stored data in the optical buffer is
erased. For the above mentioned operations of optical buffering,
self-healing, and data erasing, the ring resonator is working
under the same conditions with the injection currents given in
Table I. An experiment to validate the wavelength tunability of
the proposed optical buffer is also implemented. By changing
the injection current of the PM in the ring, the notch location
of the FSR is tuned as shown in Fig. 7(a), which enables the
wavelength tunability of the optical buffer. For example, the
optical buffering is validated when the wavelength of TLS2 is

Fig. 6. Experimental results showing data erasing in the proposed optical
buffer. (a) The reversed data sequence used to erase the stored data in the optical
buffer. (b) Data erasing is observed when the reversed sequence is synchronized
with the pulse train in the optical buffer and modulated on the optical wave from
TLS2.

TABLE I
INJECTION CURRENTS OF THE SOAS AND THE PMS

Component Injection Current Gain

SOA1 24.904 mA ∼3.6 dB
SOA2 24.952 mA ∼3.6 dB
SOA3 19.583 mA ∼1.1 dB
SOA4 19.654 mA ∼1.1 dB
PM1 0.133 mA N/A
PM2 0 N/A
PM3 1.325 mA N/A

tuned to 1558.95 nm, 1559.0 nm, and 1559.05 nm as shown in
Fig. 7(b), (c) and (d).
In the experiment, a 1-Gb/s 27-1 PRBS data sequence is suc-

cessfully buffered in the proposed optical buffer, which is the
fastest optical buffer ever reported based on self-pulsation in a
microring resonator. The highest speed is limited by the speed of
self-pulsation in the ring resonator, which sets the upper speed
limit of writing two consecutive bits in the buffer. Nevertheless,
microring resonators based on materials with a shorter free car-
rier lifetime can provide a higher speed [15], which opens up the
possibility of even higher bit rates. The total power consumption
of the microring resonator is 173 mW including 99 mW by the
input/output SOAs (SOA1 and SOA2), which can be avoided in
an integrated systemwhere all units can be fabricated on a single
chip; thus the fiber coupling loss for a ring resonator is elimi-
nated. In this case, the total power consumption for such a ring
resonator can be reduced to below 70 mW. For real applications,
a single SOA in a ring resonator is enough to compensate for
the total roundtrip loss. As a result, the total power consumption
can be further reduced. In addition, the optical delay line can
also be integrated in the chip [5], which can further reduce the
foot print of the proposed optical buffer.
The ultrahigh-Q ring resonator can also be implemented in

other material systems such as a SOI platform with III-V SOAs
either bonded or grown on the silicon substrate to provide
the required optical gains [21]. The silicon platform can pro-
vide more compact waveguide structures as compared with the
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Fig. 7. Experimental results. (a) Tunable resonance wavelength of the micror-
ing resonator when different injection currents are applied to PM1. The solid
line represents the data sequence in the optical buffer when the wavelength of
TLS2 is tuned to (b) 1558.95 nm, (c) 1559.0 nm, and (d) 1559.05 nm, in which
the injection currents applied to PM1 are 0.65 mA, 1.33 mA, and 1.92 mA, re-
spectively. The dashed line represents the data used to generate the 27-1 PRBS.

III–V material system due to the large refractive index contrast
between silicon and silica, which leads to a smaller foot print.

IV. CONCLUSION

We have proposed and experimentally demonstrated a novel
wavelength tunable optical buffer based on self-pulsation in an
active microring resonator that functions as a nonlinear node in
the buffering system to enable writing, restoring, reshaping and
regeneration (after a delay line) of stored bits of information.
The key component in the proposed optical buffer is the active
microring resonator. Since four SOAs were incorporated, the in-
sertion losses can be effectively compensated, which ensures an
ultrahighQ factor to make the self-pulsation to be easily started.
In addition, a PM was also incorporated in the ring resonator
and by adjusting the injection current to the PM, the FSR of the
ring resonator is laterally shifted, which was used to adjust a
resonance wavelength close to the wavelength of the input op-
tical signal, thus ensuring wavelength tunable optical buffering.
The proposed microring resonator was fabricated in an InP–
InGaAsP material system. The incorporation of the fabricated
microring resonator in the proposed optical buffer was experi-
mentally evaluated. By applying a 1-Gb/s optical data sequence

to the system, optical buffering of the sequence was experimen-
tally demonstrated. This is, to the best of our knowledge, the
fastest self-pulsation optical buffer ever reported to date. In ad-
dition, the use of the buffer system to perform data recovery and
data erasing was also demonstrated. The proposed wavelength
tunable optical buffer suggests high potential for fast optical
storage and data healing in optical communications.

ACKNOWLEDGMENT

The authors would like to thank J. Javaloyes, University of
Illes Baleares, Spain, for the valuable discussions regarding
signal buffering in nonlinear delayed systems.

REFERENCES
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