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The INTREPID program is developing power-efficient coherent optics for package-level integration with future
switch integrated circuits as a path to realizing higher-radix switches for flatter networks. The link architec-
ture is underpinned by coherent quadrature phase-shift keying (QPSK) polarization-multiplex transceivers at
200 Gb/s per λ, further enhanced with wavelength division multiplexing (WDM) to enable energy-efficient
800 or 1600 Gb/s inter-switch fiber connections. The technology is compatible with conventional three-level
data center designs as well as a two-level data center design introduced here, which includes an added layer of
passive, arrayed waveguide grating routers (AWGRs) or WDM circuit switches to further improve the cost, energy
efficiency, and latency of the network. © 2021 Optical Society of America
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1. MOTIVATION

Data centers have become a key component of the world’s
information infrastructure and play an ever-increasing role
in storing, processing, and routing the data that we rely upon
in our personal and professional lives. Indeed, the number
of Internet users is projected to exceed 5 billion within the
next several years [1]. Data center traffic is now measured in
10’s of zetabytes (1021), with intra-data-center traffic making
up >70% of the total and increasing at a >23% compound
annual growth rate (CAGR) [2]. Consequently, in order to
improve overall data center productivity and efficiency, a
key focus must be placed on maximizing the bandwidth and
efficiency of intra-data-center communications. Today these
interconnects, which are generally accepted to be limited to
distances under 2 km, are implemented as concatenations
of electrical-optical-electrical (E-O-E) interconnections that
suffer degraded efficiency due to requiring multiple 50� high-
speed electrical interfaces to switching application-specific
integrated circuits (ASICs). The electrical input/output (I/O)
cells in these switching chips must be designed for worst-case
electrical channels and therefore can consume of the order of
50% of the total power for the switches.

The INTREPID project, part of the Advanced Research
Projects Agency–Energy (ARPA-E) ENergy-efficient Light-
wave Integrated Technology Enabling Networks that Enhance
Dataprocessing (ENLITENED) program, was launched in
2017 as a collaboration between University of California, Santa

Barbara (UCSB) and Facebook [3] and is still ongoing. The
project focus is twofold: (1) developing a technology platform
to integrate efficient high-speed photonic interfaces directly
into chip packages and (2) exploring new network architectures
that incorporate photonic routing and/or switching that are
made possible by the expanded optical link budgets enabled
by analog coherent link architectures. The efficiency targets
of the co-packaged optical interfaces are aggressive, scaling
to sub-pJ/bit for multimode (MM) vertical-cavity surface-
emitting laser (VCSEL)-based short-reach server links and
to less than 10 pJ/bit for single-mode (SM) analog coherent
data-center-scale interconnects. Achieving these targets will
enable highly integrated solutions for the 102 Tb/s switch
generation, and beyond that can potentially offer substantial
expansions in switch radix with simultaneous improvements
in efficiency compared to aggressive projections of conven-
tional module-based transceiver technology. Such large, highly
efficient switches can enable flatter networks with higher band-
width to improve the overall efficiency of data centers of all
scales.

Our focus is on the integration of photonic I/O with elec-
trical switch cores since the network switches are the points of
highest bandwidth concentration and where efficient photonic
I/O can have the greatest impact. Fat-tree networks, sche-
matically depicted in Fig. 1(a), are the workhorse topology for
data center networks due to their superior performance and
scaling properties that fundamentally depend on switch radix,
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Fig. 1. (a) Illustration of a fat-tree network and (b) scaling proper-
ties: number of connected servers as a function of switch radix.

as shown in Fig. 1(b). The top of rack (ToR) switches require
two types of interconnects: short distance (<3 m) for server
connections and longer distance (<2 km) for connections
to switches in the next level of the hierarchy. For the longer
fabric links above the ToR, the use of a SM fiber is essentially
a requirement due to its substantial advantages in operational
management, cost, and support for bandwidth scaling through
wavelength division multiplexing (WDM).

2. CO-PACKAGING FOR HIGHER RADIX
SWITCHES

Our approach is conceptually illustrated in Fig. 2, repre-
senting what is often called “co-packaged optics (CPO).”
Co-packaging has become a significant focus for the field over
the last several years, and, an industry group led by Microsoft
and Facebook, the CPO Collaboration, was recently launched
with the goal of open development and broad commercial
adoption of switch packages with integrated optical I/O [4].
By bringing all high-speed data on and off packages optically,
instead of through conventional electrical interfaces that rely
on ball grid array (BGA) or land grid array (LGA) connectors,
the primary packaging bottleneck that limits the bandwidth
and efficiency of today’s systems is overcome. Integrating
photonic interfaces into switch chip packages enables elec-
trical connections at chip-scale pitch (e.g., C4 at ∼130 µm)
instead of package-scale pitch (e.g., BGA/LGA at ∼1 mm).
The electrical paths between the photonics and electronics
are minimized, potentially enabling a >10× improvement
in the efficiency of the ASIC to photonic I/O electrical links,

Fig. 2. Conceptual illustration of conventional optical module
packaging in switches: (a) pluggable optics: pluggable transceiver
(TXRX) modules, (b) on-board optical modules, and (c) optics in
chip package: the integrated platform under development.

with a concurrent enhancement of bandwidth density of up
to ∼60×. General trends of electrical chip I/O show a direct
dependence on channel loss, with 30 dB of channel loss (a
typical target for general purpose electrical I/O) degrading
efficiency by 10−20× [5]. Conversely, the short interconnects
within a chip package have low channel loss and therefore
can be designed for maximum efficiency. A 2 cm electrical
interconnect demonstrated an efficiency of 1.4 pJ/bit, >14×
more efficient compared to typical general purpose I/O cells
that consume∼20 pJ/bit [6].

Figure 3 presents a conceptual view of the modular photonic
integration platform we envision applied to a ToR switch,
encompassing the co-design of interface circuitry to the digital
switch core, the I/O bridge, electronic/photonic interpos-
ers, and SM and MM photonics with array fiber coupling.

Fig. 3. Implementation concepts for integrating optics into first-
level chip packages.
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Switches for the higher levels of the network will integrate only
SM photonics for the reasons discussed above.

3. ENERGY-EFFICIENT ANALOG COHERENT
LINKS

For interconnects above the ToR/end of row (EoR) tier, we
are developing low-cost, low-power coherent WDM photonic
interconnects purpose-built for the longer fabric links required
in the data center. Tailoring the transceiver to data center
requirements requires optimization for a different set of metrics
compared to current long-haul and metro coherent technology,
specifically: (1) low-power consumption, (2) expanded link
budgets, (3) low cost, and (4) low latency. Future scalability to
higher data rates is possible through higher-order modulation
formats, polarization modulation, and additional wavelengths.
For data centers, the significantly larger link budget is a key
advantage for coherent links, enabling reduced link power
(lower required source laser power), lower cost (relaxed align-
ment tolerances/device specifications), and novel network
architectures that incorporate all-optical routing/switching.
Expansions of link budget of the order of 20 dB are possible
[7], and our analysis shows that link budgets of 13 dB can be
achieved with wall-plug link efficiencies better than 5 pJ/bit
[8]. This level of tolerance to link loss allows for the incorpora-
tion of an arrayed waveguide grating router (AWGR) or active
photonic switching layer without requiring complex and costly
integrated optical gain in such components. Furthermore,
the high selectivity offered by coherent reception significantly
reduces the optical crosstalk requirements between channels
for photonic routing/switching devices.

The INTREPID analog coherent links under development
drastically reduce power and complexity compared to current
digital coherent technology that relies heavily on digital signal
processing (DSP) to compensate for chromatic dispersion
(CD), polarization mode dispersion (PMD), and nonlinear
effects in dense WDM (DWDM) links. The INTREPID links
operate in the O-band near the zero-dispersion wavelength for
standard SM fiber (1264–1338 nm), meaning CD and PMD
will not have to be compensated, as they contribute negligible
performance penalties for links up to 2 km. Furthermore, to
eliminate the need for inefficient high-resolution analog to dig-
ital converters (ADCs) and DSP-based carrier recovery, we are
developing optical phase locked loops (OPLLs) that lock and
track the phase, frequency, and polarization of the receiver local
oscillator (LO) to the incoming signal [9]. Highly integrated
OPLLs have been demonstrated to enable robust and high-
performance “analog coherent” receivers that operate with very
low uncorrected bit error rate (BER,<10−12) and do not rely
upon costly, high-power ADCs and DSPs [10,11]. The analog
coherent receivers we are developing are optimized for power
efficiency through photonic device and circuit co-design,
choice of modulation format (quadrature phase-shift keying,
QPSK), and close integration of electronics and photonics to
minimize loop delays and maximize noise tolerance.

The baseline link architecture for the analog coherent links
targets 200 Gbps/λ, achieved through QPSK modulation
(2 bits per symbol) at 56 Gbd, with polarization multiplex-
ing to achieve an additional factor of two in bandwidth per

Fig. 4. High-level schematic of 4λ PM-QPSK analog coher-
ent link architecture. DRV, modulator driver; LO, local oscillator;
PBC, polarization beam combiner; TIA/LA, transimpedance ampli-
fier/limiting amplifier; PSR, polarization splitter/rotator; PD I/PD Q,
photodiode in/quadrature phase; PC, polarization controller; OPLL,
optical phase locked loop controller.

wavelength. Scaling to higher bandwidths is supported by
adding additional wavelength channels, between 4 and 8, to
provide solutions for 800G and 1.6T links. A block diagram
of a 4λ analog coherent link is presented in Fig. 4. A compre-
hensive simulation framework has been developed to model
and optimize the energy efficiency of the link architecture.
The model includes all of the required components, including
driver and receiver plus OPLL circuitry, source and LO lasers,
polarization multiplexing and control structures, optical 90◦

hybrids, and high-speed photodetectors. Details of the simu-
lation framework can be found in [8], and we project that the
analog coherent links can support link budgets of 13 dB oper-
ating at an uncorrected BER of 10−12, with a wall-plug energy
efficiency of ∼5 pJ/bit. Forward error correction (FEC), such
as the common KR4-FEC (BER< 2.1× 10−5), is widely used
for data center links. The operating point of the analog coher-
ent links can be tuned to achieve even better energy efficiency if
FEC is utilized.

First-generation functional prototypes of the key hardware
components have been demonstrated, including InP and SiP
coherent receiver photonic integrated circuits (PICs), high-
speed drivers and receivers, and transmitter PICs [12,13]. Full
coherent receivers consisting of PICs integrated with electrical
amplifier integrated circuits (ICs) have been demonstrated
to operate at 80 Gb/s [14] and 100 Gb/s [15], with the latter
result exhibiting an efficiency of <1 pJ/bit. Other notable
results include monolithically integrated optical receivers
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operating at 50 Gb/s [16,17], optical transmitters operating at
50 Gb/s [18], a novel architecture to implement feed-forward
equalization in the optical or electrical domains [19], and
a transimpedance amplifier achieving a record data rate of
108 Gb/s [20].

4. EFFICIENT VCSEL LINKS FOR SERVER
CONNECTIONS

For server links, VCSEL technology provides a viable path
to low-cost, short-distance links with sub-pJ/bit efficiency.
VCSEL links have demonstrated the best wall-plug efficiency
of any high-speed optical links [21] and have achieved data
rates that were previously thought unattainable [22]. VCSEL
links, implemented as active optical cables, are currently
ubiquitous for 100G ToR-to-aggregation layer connections
[23]. Due to their simplicity, efficiency, and low cost, VCSEL
links have the potential to displace copper interconnections
within the rack between servers and ToR switches. The VCSEL
links we are developing can serve these <3 m applications and
can also support migration from ToR to EoR switches (<30 m)
if demanded by the evolution of data center architectures (see
Section 5).

The majority of the efforts for hardware development in the
INTREPID program are devoted to developing low-power
coherent links, as these are a missing piece of technology that
has not been demonstrated and that can make a significant
impact on data center networks. VCSEL links, on the other
hand, are continuing to be developed and advanced by multi-
ple groups and companies, including another program funded
under ARPA-E ENLITENED, MOTION, led by IBM [24].
The VCSEL links developed under INTREPID utilize proven
equalization techniques [25] to realize single-pJ/bit full-link
efficiencies at data rates of 50 Gb/s and above [13]. Novel
implementations of transmitter equalizers have yielded low-
power operation at high data rates, including a <3 pJ/bit
VCSEL driver operating up to 52 Gb/s [26] and a full optical
link operating up to 50 Gb/s at an efficiency of 9.5 pJ/bit [27].

5. DATA CENTER NETWORK ARCHITECTURE

A. Alternative Data Center Designs

As mentioned earlier, one of the primary goals of the
INTREPID project is to utilize CPO to enable the use of
large electronic packet switches to flatten the data center
(i.e., to reduce the number of switching levels for a given num-
ber of servers). The largest switch size available to date has a
throughput of 25.6 Tb/s [28], which is expected to double
about every two years. Thus, we will target future switch sizes
of 51.2 and 102.4 Tb/s. Furthermore, in our design examples,
we will consider hyper-scale data centers supporting of the
order of hundreds of thousands of servers, each of a bit rate of
50 or 100 Gb/s.

1. Conventional, Three-Level Data Center Design (Design
Type 1)

One can achieve the above objectives using a traditional
three-level folded-Clos (fat-tree) data center design, which

Fig. 5. Conventional, three-level, folded-Clos (fat-tree) data cen-
ter utilizing large spine and aggregation switches of the same size and
smaller ToR switches.

is depicted in Fig. 5. This design, which we will refer to as
Design Type 1, employs large electronic switches in both the top
switching level (spine) and the intermediate switching-level
(aggregation) layers and smaller ToR switches in the bottom
level. Each ToR switch supports one rack of servers, as indi-
cated in the figure. The module shown in the figure, which is
often called server pod in the literature, represents a grouping of
switches and server racks that repeats across the data center and
is connected to each of the spine switches.

Let T be the throughput of a spine or an aggregation switch,
which will be referred to as the large switch, and let τ be the
throughput of a ToR switch. Let R be the bit rate per inter-
switch fiber link, which is assumed to employ SM fibers. The
ToR switches are connected from below to servers via links of
a bit rate of σ per server. The radix (i.e., the number of fiber
ports) of a packaged large switch is N = T/R . Moreover, one
can define the effective radix of a ToR switch as M = τ/R .

Each spine switch has all of its N fiber ports (each at a
bit rate of R) directed downward, and (assuming no over-
subscription, which will be considered in Section 5.B) each
aggregation switch has N/2 of its fiber ports directed upward
and N/2 directed downward. Moreover, each ToR switch
has M/2 fiber ports directed upward (each at a bit rate of R),
and (M/2)× (R/σ) ports (each at a bit rate of σ ) directed
downward to the servers. (Note that the reason we call M the
effective radix of a ToR switch is because this would have been
the radix if all of its ports were of the same bit rate of R .)

It follows that Design Type 1 has N modules, each con-
taining N/2 ToR switches, each supporting one rack of
(M/2)× (R/σ) servers, for a total number of servers of
z1 = (MN2/4)× (R/σ), which can also be written as
z1 = τT2/(4R2σ).

Plots of the number of servers versus the bit rate, R , per
inter-switch fiber link (or, equivalently, per integrated switch
port) are given in Figs. 6 and 7 for various values of the ToR
switch size, τ . The two figures, respectively, correspond to large
switch sizes of T = 51.2 and 102.4 Tb/s and for server bit rates
of σ = 50 and 100 Gb/s. In each figure, the scale at the top
represents the radix, N, of the corresponding integrated switch.
The three design points represented by the triangle, circle, and
square in each of these figures will be used later for comparisons
with other designs.



Research Article Vol. 13, No. 12 / December 2021 / Journal of Optical Communications and Networking 351

Fig. 6. Number of 50 Gb/s servers versus bit rate per inter-switch
fiber link for data center Design Type 1 with a large switch size of
51.2 Tb/s for various ToR switch sizes.

Fig. 7. Number of 100 Gb/s servers versus bit rate per inter-switch
fiber link for data center Design Type 1 with a large switch size of
102.4 Tb/s for various ToR switch sizes.

2. EoR-Based, Two-Level Data Center Design (Design
Type 1.5)

One can further flatten the data center by reducing the number
of electronic switching levels from three to only two. To sup-
port the same number of servers, however, this requires both
(1) using large switches for both the top and bottom switching
layers and (2) reducing the bit rate of the inter-switch fiber
links, thus increasing the switch radix. This design, which will
be referred to as Design Type 1.5, is depicted in Fig. 8. As shown
in the figure, the large bottom switches are called EoR switches.
Because of its large size (compared to a ToR switch), each EoR
switch supports a row of multiple racks of servers, not just one.
Note that a module in Design Type 1.5 consists of only one
EoR switch and its associated multiple server racks.

Let the throughput of each of the spine and EoR switches
be T (which is the same as the throughput of the large
switches in Design Type 1), and let σ be the bit rate per
server. Furthermore, let R ′ be the bit rate of the inter-switch
fiber links, and let N′ = T/R ′ be the corresponding radix of a
spine switch, which is the same as the effective radix of an EoR
switch. In general, R ′� R and N′� N, but this will be made
more precise shortly.

Following the same analysis used in the above design,
and assuming no oversubscription, one can show that

Fig. 8. Flat data center design with only two levels of large
electronic switches of the same size.

Design Type 1.5 has N′ EoR switches, each supporting
(N′/2)× (R ′/σ) servers (placed in multiple racks), for a total
number of servers of z1.5 = (N′2/2)× (R ′/σ), which can also
be written as z1.5 = T2/2R ′σ .

Using the above formulas and noting that T = NR = N′R ′,
one can show that Design Types 1 and 1.5 will have the same
number of servers, i.e., z1 = z1.5, if R ′ = R/(M/2) and, thus,
N′ = N × (M/2), where, as mentioned before, M = τ/R is
the effective radix of a ToR switch in Design Type 1. One can
get some numerical examples by considering the three design
points of Design Type 1 represented by the shaded shapes in
Figs. 6 and 7. The corresponding values of the effective ToR
radixes are given by M = 8 for the circle and triangle design
points and M = 16 for the square design point.

Thus, for Design Type 1.5 to have the same number of serv-
ers as Design Type 1, it follows that Design Type 1.5 requires
M/2= four or eight times the number of fibers required in
Design Type 1. This makes Design Type 1.5 not desirable from
a practical point of view. On the other hand, because of its flat,
two-level design, it has the advantage of lower cost, latency,
and energy consumption because of the elimination of an
electronic switching level and its associated transceivers.

3. EoR/AWGR-Based, Two-Level Data Center Design
(Design Type 2)

We now introduce a novel data center design, which will be
referred to as Design Type 2, that retains all the performance
advantages of Design Type 1.5, while requiring the same num-
ber of interconnect fibers as in Design Type 1. The new design
is compatible with the INTREPID transceiver technology of
the inter-switch links. As mentioned in Section 3, this technol-
ogy is based on the use of WDM and polarization-multiplexed,
analog QPSK modulation with coherent reception (which
results in µ= 4 bits per symbol). Our current goal is to
have ν = 4 wavelengths per fiber with a modulation symbol
rate of ρ = 50 GBaud. In this case, the bit rate per wave-
length is r =µρ = 200 Gb/s, and the bit rate per fiber is
R = νr = 800 Gb/s. In the future, we plan to double R to
1600 Gb/s, without changing the modulation format, by either
doubling ρ to 100 GBaud (which results in r = 400 Gb/s per
wavelength) or doubling ν to eight wavelengths per fiber.

Besides being highly energy-efficient, this modulation/
reception technique also yields a link budget of more than
10 dB [8]. This large link budget, combined with WDM,
enables the realization of the novel data center architecture of
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Fig. 9. Novel data center architecture utilizing two levels of large
(spine and EoR) electronic switches of the same size, interconnected
with WDM fibers, with an added layer of AWGRs (small, shaded
boxes).

Design Type 2, which is depicted in Fig. 9. As shown in the fig-
ure, this is a folded-Clos architecture with only two electronic
switching levels (spine and EoR), with all switches having the
same large size (as was the case in Design Type 1.5) and with
a layer of passive, ν × ν AWGRs inserted in the fiber links
between the two switching levels. (This architecture resembles
that described in [29].) The bit rate per fiber in this design is
the same as that used in Design Type 1. Moreover, the same
WDM-based transceivers are employed here. The function
of the AWGRs is to statically demultiplex, shuffle, then re-
multiplex the wavelengths in the various fibers such that the
electronic switches in the two switching levels surrounding
the AWGRs will be inter-connected in a folded-Clos pattern
at a single-wavelength level. For example, for a fiber bit rate of
R = 800 Gb/s, with ν = 4 wavelengths per fiber, the bit rate
of each connection becomes r = R/ν = 200 Gb/s. In effect,
this design has identical connectivity and, hence, also identical
performance advantages as Design Type 1.5 (with R ′ = r ),
while having the same number of fibers as in Design Type 1.
Also, as in Design Type 1.5, each EoR switch supports a row of
multiple racks of servers, not just one.

Note that Design Type 2 does not require tunable
transceivers.

Each shaded box in Fig. 9 actually consists of a pair of
AWGRs, one for the up-going traffic and the other for the
down-going traffic. Figure 10(a) shows the wavelength routing
pattern of a typical AWGR, and Fig. 10(b) shows how a pair of
AWGRs is to be connected to the up-going and down-going
fibers.

Let T be the throughput of each of the spine and the EoR
switches, R be the bit rate of the inter-switch fiber links, ν be
the number of wavelengths per fiber, r = R/ν be the bit rate
per wavelength, σ be the bit rate per server, and N = T/R be
the radix of a spine switch, which is the same as the effective
radix of an EoR switch.

Each spine switch has all of its N fiber ports directed down-
ward. Each AWGR has ν fiber ports directed upward and ν
fiber ports directed downward. Moreover (assuming no over-
subscription), each EoR switch has N/2 fiber ports directed
upward and (N/2)× (R/σ) ports (each at a bit rate of σ )
directed downward to the servers.

It follows that Design Type 2 has N modules, each con-
taining ν EoR switches, each supporting (N/2)× (R/σ)

Fig. 10. (a) Routing pattern of a ν × ν AWGR. (b) Connecting
a pair of AWGRs to handle the up- and down-going traffic. (c) A
2ν × 2ν WDM circuit switch may replace each AWGR pair in the
future to provide wavelength-level circuit switching flexibility (see
Section 5.D.2).

servers (placed in multiple racks), for a total number of serv-
ers of z2 = ν(N2/2)× (R/σ), which can also be written as
z2 = T2/2rσ , which is independent of R or ν. For Design
Types 1 and 2 to have the same number of servers, i.e., z1 = z2,
one must have ν =M/2, where M is the effective radix of
a ToR switch in Design Type 1. This condition can also be
written as 2νR = τ ; i.e., the throughput of an AWGR pair in
Design Type 2 is equal to the throughput of a ToR switch in
Design Type 1.

Plots of the number of servers versus the bit rate, R , per
inter-switch fiber link (or, equivalently, per integrated switch
port) are given in Figs. 11 and 12 for various values of the num-
ber of wavelengths per fiber, ν. The two figures, respectively,
correspond to switch sizes of T = 51.2 and 102.4 Tb/s and
for server bit rates of σ = 50 and 100 Gb/s. In each figure, the
scale on the right shows the bit rate per wavelength, r , and the
top scale represents the radix, N, of the corresponding inte-
grated switch. The three design points in each of these figures
represented by the triangle, circle, and square give the same
data center designs (in terms of the number of servers and the
bit rate per fiber) as those given in Figs. 6 and 7, respectively,
for Design Type 1. More specifically, in each of the four figures,
the circle design point corresponds to (N = 64, M = 8, ν = 4,
and z = 131,072 servers), the triangle design point corre-
sponds to (N = 128, M = 8, ν = 4, and z = 262,144 servers),
and the square design point corresponds to (N = 64, M = 16,
ν = 8, and z= 262,144 servers).

Fig. 11. Number of 50 Gb/s servers versus bit rate per inter-switch
fiber link for Design Type 2 with a switch size of 51.2 Tb/s and for
various values of the number of λ’s per fiber.
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Fig. 12. Number of 100 Gb/s servers versus bit rate per inter-
switch fiber link for Design Type 2 with a switch size of 102.4 Tb/s
and for various values of the number of λ’s per fiber.

Each of the dashed lines in Figs. 11 and 12 represents the
case of a single-wavelength design, i.e., ν = 1. Mathematically,
this represents the limiting case of having Design Type 2 with a
single wavelength and 1× 1 AWGRs, which implies that there
are no AWGRs. In this case, Design Type 2 reduces to Design
Type 1.5 with R ′ = r and N′ = T/r .

B. Comparing the Traditional, Three-Level Data
Center Design Type 1 and the EoR/AWGR-Based,
Two-Level Data Center Design Type 2

1. Oversubscription Ratio

Before comparing the two designs, we will generalize the results
for arbitrary values of the oversubscription ratio, which we will
denote by �. This is defined for a given electronic switching
layer as the ratio of the bandwidth below the layer to that above
the layer. In general, �≥ 1. As is often done in practice, we
will assume that oversubscription occurs only in the bottom
switching layer, i.e., the ToR switches in Design Type 1 and the
EoR switches in Design Type 2. Designs with �= 1, which
have been considered so far, imply that the ports of each switch
are arranged such that the bandwidth above and below the
switch are equal. This has the advantage of eliminating packet
blocking, thus improving the latency. On the other hand,
designs with�> 1 imply that the bandwidth above the switch
is smaller than that below the switch. This can result in an
appreciable decrease in the number of the switches required in
the interconnect network, as well as a corresponding increase in
the number of supported servers. However, it can lead to some
packet blocking. The resulting latency penalty may not be a
problem if the servers in the data center are not fully utilized.
While this is generally not desirable, it is often the case in
practice because of unpredictable workload variations.

2. Summary of Design Formulas

Table 1 summarizes the design formulas for data center Design
Types 1 and 2 as a function of �. An implicit assumption in
the table is that the bit rate per fiber, R , which is the same
for Design Types 1 and 2, is generated by ν wavelengths,
each of bit rate r = R/ν, as would be the case when using the
INTREPID WDM transceiver technology. (It should be noted
that, in general, since Design Type 1 is based on using direct

Table 1. Design Formulas for Data Center Design
Types 1 and 2

point-to-point fiber links between corresponding switch ports,
any other modulation format, WDM or not, can be used as
long as the total bit rate per fiber is R .)

3. Numerical Comparisons between Design Types 1 and 2

Numerical comparisons between Design Types 1 and 2 are
given in Table 2 for the design scenarios represented by the cir-
cle, triangle, and square design points in Figs. 6, 7, 11, and 12.
The results are presented for both 51.2 and 102.4 Tb/s switch
sizes and for two representative values of the oversubscription
ration, namely, �= 1:1 and �= 3:1. (Design Type 1.5 is not
included in the comparisons because, as mentioned above, it
does not represent a practical design on its own since it requires
a large number of fibers.)

In all design scenarios, note that the large number of ToR
switches required in Design Type 1 are eliminated in Design

Table 2. Comparing Different Scenarios of Design
Types 1 and 2
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Type 2 and replaced by an equal or smaller number of AWGRs.
This is quite advantageous, since the cost of an AWGR is much
less than that of a ToR switch. Moreover, the AWGRs eliminate
the latency and power consumption associated with the ToR
switches.

Note also the dramatic 50% reduction in the number of
required transceivers in Design Type 2 compared to that in
Design Type 1, which results in further reduction of cost and
power consumption.

In all cases for �= 1:1, the total required number of large
switches is the same for Design Types 1 and 2. Thus, this does
not affect the comparison. On the other hand, for �= 3:1,
the total required number of large switches in Design Type 1
is 60% of that required in Design Type 2. This will result in
increased cost and power consumption for Design Type 2
associated with this part of the interconnect network. However,
this increase will be more than offset by the corresponding
elimination of the ToR switches and the dramatic reduction in
the number of transceivers.

4. Considerations for ToR- versus EoR-Based Architectures

There are important differences between ToR-based designs,
e.g., the conventional Design Type 1, and EoR-based designs,
e.g., Design Type 2. (Additional considerations for using
AWGRs in Design Type 2 will be discussed in Section 5.D.1.)
Because of its relatively small size, a ToR switch supports only
one rack of servers. Thus, the length of the links between the
ToR switch and any server within its rack is of the order of a
meter. Thus, these links have typically been copper-based. On
the other hand, an EoR switch supports multiple racks of serv-
ers. In this case, the length of the links between the EoR switch
and its servers can be of the order of several meters. Thus, these
links should be realized using fiber-optic technology, e.g., based
on VCSELs and MM fibers as described in Section 4.

Another important consideration is that a ToR switch failure
will disable only one rack of servers, which is tolerable, while an
EoR switch failure will disable multiple racks of servers, which
might not be acceptable. A good way to mitigate this, which
is depicted in Fig. 13, is to use double redundancy by homing
each server to two different EoR switches within the same
module. Ideally, both connections would be used during the
non-failed state to provide high-bandwidth server connectivity.
Then, upon failure of one EoR switch, the servers connected
to it would still be connected to the rest of the system at half
the bit rate, instead of being totally disconnected, as would
be the case with no redundancy. A totally different option is
to implement a one-for-N protection scheme, which would
require the use of optical protection switches and somewhat
longer fiber runs between the EoR switches and the servers. To
reduce the number of fibers and to enable the longer fiber runs
in this case, one can use coarse WDM (CWDM) and SM fibers
in the links to the server racks instead of using VCSELs and
MM fibers.

C. Disaggregated Data Centers

In a legacy data center, each server has its own storage, memory,
processor, accelerator, etc. Depending on the overall workload,

Fig. 13. Illustration of server double-homing redundancy to
protect against a failure of an EoR switch within a module in Design
Type 2.

these resources may not be used efficiently, i.e., they may be
oversubscribed in one server while underutilized in another.
The concept of a disaggregated data center involves placing
a large part of these resources in a common location in the
data center outside the servers, then sharing them among the
servers [30]. The sharing results in increased utilization of the
resources, leading to savings in cost and energy. But, to avoid
bottlenecks between the servers and the shared resources, the
connectivity between them needs to have high bandwidth and
low latency [31]. Figure 14 shows a disaggregated data center
based on Design Type 1, where some of the original server
modules are replaced by various shared resources. A high-
performance computing (HPC) cluster is included among
the shared resources, which provides computationally intense
functions such as artificial intelligence and machine learning
(AI/ML). One of the desirable characteristics of this disag-
gregated design is that the EoR switches run across the entire
data center, providing uniform interfaces to the servers and to
the shared resources. Note that the path from a server to the
shared resources involves passing through five electrical packet
switches, and similarly in the reverse direction, which is likely
to introduce a level of latency that may be too high for some
applications.

To reduce latency and increase the bandwidth, various inter-
esting, disaggregated data center architectures utilizing optical
switches have been proposed in [32,33]. Here, we present a

Fig. 14. Conventional disaggregated data center architecture
based on Design Type 1.
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Fig. 15. Disaggregated data center based on Design Type 2. The λ
boxes represent optical wavelength routing devices (AWGRs) or opti-
cal WDM circuit switches.

modified, scalable, low-latency architecture that is based on our
Design Type 2. The new architecture is shown in Fig. 15.

Each of the λ boxes shown in Fig. 15 represents either a
pair of ν × ν optical routing devices (AWGRs) or an optical
2ν × 2ν WDM circuit switch (see Fig. 10). Note that the λ
boxes run across the entire data center and provide uniform
all-optical interfaces to the shared resources and to the EoR
switches supporting the servers. The path from a server to the
shared resources here passes through only two electrical packet
switches, which will clearly reduce latency in comparison to the
architecture of Fig. 14, where such a path passes through five
electrical switches.

Considerations for and comparisons between using AWGRs
or WDM circuit switches in data center architectures based on
Design Type 2 are discussed next.

D. Contrasting the Use of AWGRs versus WDM
Circuit Switches

As indicated by the results of Section 5.B.3, the enhanced
economy and reduced power consumption of our novel data
center Design Type 2 over those of the conventional Design
Type 1 stem from including the layer of passive optical wave-
length routing devices (AWGRs). Moreover, as mentioned
earlier, Design Type 2 can be enhanced further by replacing
the ν × ν AWGRs by 2ν × 2ν WDM circuit switches (see
Fig. 10). Here, we discuss various considerations for using
these types of devices and contrast the differences between
them.

1. Using AWGRs

Because of their wavelength dependence, there needs to be
reasonable wavelength registration across each group of 2ν
transceivers at the ports of the electronic switches connected
to each of these devices. The degree of wavelength registration
needs only to be sufficient for the various wavelengths to pass
through the passbands of the AWGR. Generating wavelengths
with this required stability across a large temperature operating
range using uncooled lasers has been demonstrated [34]. This
also requires the AWGRs to be reasonably athermal.

Because we use polarization multiplexing, another impor-
tant requirement of the AWGRs is that they need to be polar-

ization independent, or at least to have small polarization-de-
pendent loss, so that they are compatible with the polarization
control scheme that we are using [9]. Photonic fabrication
technologies have been developed that are capable of achieving
the above AWGR requirements of being athermal, polarization
independent, and to have flat passbands (e.g., see [35]).

Because the AWGRs are passive devices, and because the
associated transceivers are not tunable, Design Type 2 rep-
resents a conventional packet-switched network with fixed
inter-switch connections (same as in Design Types 1 and 1.5).
Hence, this AWGR-based design requires no changes in the
underlying IP and/or Ethernet protocols.

2. Using WDMCircuit Switches

Using optical circuit switches to enhance the performance
of data centers has been widely reported in the literature
[36–43]. Here, we focus on architectures related to replacing
the AWGRs in our Design Type 2 by WDM circuit switches
in a similar way as initially suggested in [29,39,43]. The mode
of operation that we are envisioning for the WDM circuit
switches is to reconfigure them in a quasi-static regime (e.g., in
seconds or longer) to respond to slowly changing types of
workloads or computational scenarios. In this case, the added
latency introduced by the reconfiguration process of the WDM
switches will, on average, be negligible in comparison to other
latencies in the system. Thus, in effect, since the path of a
signal through a WDM switch is all-optical, its latency will
be comparable to that of a static AWGR. But, the ability to
reconfigure the WDM switches to match slow changes in the
workload will increase utilization of the servers, thus reducing
the system-wide latency and increasing the overall energy
efficiency.

Note that the existing underlying Ethernet and IP protocols
need not be changed, since the data center network reconfig-
urability that we require is sufficiently slow. On the other hand,
if one wants to extend the vision to have the WDM switches
respond to fast workload variations (e.g., in sub-milliseconds),
then whole new protocols would be needed. This would be
quite a challenging and costly task, which we are not currently
considering.

Another important advantage of using the WDM switches,
instead of the AWGRs, is that they can accommodate the
variety of bandwidth requirements of the different types of end
devices connected to a disaggregated data center. For example,
consider the architecture of Fig. 15 with each of the fiber links
having ν = 4 wavelengths, with r = 200 Gb/s per wavelength,
for a total of R = 800 Gb/s per fiber. If the λ boxes in the fig-
ure are AWGRs, the connectivity of all end devices would be at
200 Gb/s per port. If WDM switches are used instead, the con-
nectivity of the end devices can be provisioned to achieve 200,
400, or 800 Gb/s per port. The high-bandwidth connectivity is
quite desirable, especially in the latency-sensitive connections
to the shared HPC cluster.

We are conducting various investigations under a differ-
ent program on suitable types of WDM switches based on
microring resonators [44–46]. Another promising type of
WDM switches, which is based on microelectromechani-
cal systems (MEMS) technology, has also been reported in
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the literature [47]. All of these WDM switches, as well as
other types reported in the literature, are not polarization-
independent because they have a significant amount of
polarization-dependent loss. Work is in progress on reduc-
ing the polarization dependence of these switches and, at the
same time, on modifying the polarization control scheme that
we are currently employing [9] to accommodate any resid-
ual polarization-dependent loss. Other schemes involving
polarization diversity are also being considered.

3. Comparing Packet Latencies

As a demonstration of the difference in packet latency per-
formance among various versions of Design Type 1 and Design
Type 2 (with AWGRs or with WDM switches), consider a
data center performing a computational task that involves
multiple servers that are distributed across the data center. A
reasonable measure of the packet latency performance is the
estimated average number of electronic packet switches (which
we will denote by S̄) that need to be traversed to perform the
computation as a function of the extent across the data center
of the servers involved in the computation. (Note that not all of
the servers in that range are necessarily involved in the compu-
tation, just a subset of them). The less S̄ is, the less the expected
latency is, and the better the computational performance is.
Figure 16 shows plots representing this scenario for various
types of data center designs.

For example, as shown in the figure for Design Type 1, if the
servers involved in the computation are all within one rack, S̄
would be exactly one (the ToR switch supporting the rack). If
the two ends of the servers involved extend beyond one rack,
but still within one module, then some of the interconnections
among them need to go through an aggregation switch. Thus,
S̄ will increase towards three (two ToR switches and one aggre-
gation switch). If the servers extend beyond one module, the
spine switches will have to get involved, and S̄ will increase
toward five (two ToR switches, two aggregation switches, and
one spine switch).

As shown in Fig. 16, in all cases of Design Type 2, if the serv-
ers involved are within an EoR domain, S̄ would be exactly one
(the EoR switch). This is of course a great improvement over
Design Type 1 in that range, since an EoR switch covers multi-
ple racks of servers, while a ToR switch covers just one rack.

Fig. 16. Average number, S̄, of traversed electronic packet
switches to perform a computational task involving multiple servers
versus the extent of the involved servers across the data center.

In the AWGR case, if the servers extend beyond the domain
of one EoR, then the spine switches need to be involved, and
S̄ will increase toward three (two EoR switches and one spine
switch), as the servers involved extend toward the whole data
center. Note that the AWGRs cannot directly interconnect two
EoRs, even within one module. On the other hand, if WDM
circuit switches are used, then, as indicated in Fig. 10, they can
loop back the signal and directly interconnect multiple EoRs
within a module. But, beyond one module, the spine switches
need to be involved, and S̄ will increase toward three (two
EoRs and one spine).

One can improve the performance further in the range
beyond one module by enhancing the architecture by adding
an array of fiber switches (e.g., MEMS switches) in a new
layer between the WDM switches and spine switches (which
is not shown in the figures). In this case, EoR switches can
be directly interconnected across multiple modules. Thus, S̄
would increase towards only two beyond one module. If we
need to interconnect Q modules, each of the fiber switches
needs to be connected to just one fiber port of each module,
i.e., the fiber switch size would be 2Q × 2Q, and the number
of such switches would be equal to the number of fiber ports at
the top of each module, which is equal to N/2, where N is the
effective radix of the EoR switch. Admittedly, this represents
an added expenditure in the data center, but the added layer of
fiber switches can potentially perform other useful functions in
the data center such as upgrades, maintenance, and restoration.
This subject is still under investigation.

6. SUMMARY AND OUTLOOK

We have summarized the technology and network archi-
tectural visions of the INTREPID project. The technology
pursues the use of coherent QPSK, polarization-multiplex
transceivers enhanced with WDM to enable energy-efficient
800 or 1600 Gb/s inter-switch fiber links. CPO is pursued
for integrating the transceivers with next-generation 51.2 and
102.4 Tb/s electronic switching ASICs to enable the realization
of future hyper-scale data centers that are flatter and more
energy-efficient than current designs. The technology is com-
patible with conventional three-level data center designs as well
as a newly introduced two-level data center design that includes
an added layer of passive AWGRs or WDM circuit switches to
further reduce cost, power consumption, and latency.

The second phase of INTERPID, which began in late 2020,
focuses on robust demonstrations of analog coherent trans-
ceiver assemblies and a transition of the technology developed
in the program to widespread commercial adoption [48]. The
benefits of deploying WDM switches, possibly in combination
with fiber switches, in the data center will also be further inves-
tigated and quantified to help to make the case for practical
deployment of the novel data center architectures proposed
here.
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