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Introduction: 
 
This volume contains papers published by Professor Coldren and collaborators in various 
journals and conferences in calendar year 2015.  Any publication on which Prof. Coldren is 
named as a co-author is included. The work has a focus on III-V compound semiconductor 
materials as well as the design and creation of photonic devices and circuits using these 
materials.  The characterization of these devices and circuits within systems environments is 
also included in some cases.      
 
As in the past, the reprints have been grouped into several of areas.  This year these are:  I. 
Photonic Integrated Circuits, and II. VCSELs and Cavity QED.  Most of the work is in 
the first area, which has been further subdivided into 1A. Beam Sweeping; 1B. Optical 
Phase-Locked Loops; 1C. Optical Phase-Sensitive-Amplifiers and; 1D. Signal Processing 
with Active Micro-rings.  The second area has also been sub-divided into IIA. VCSEL 
Interconnects; and IIB. Cavity Quantum Electrodynamics.   
 
The work was performed with funding from several federal grants, some gift funds from 
industry, and support from the Kavli Endowed Chair in Optoelectronics and Sensors.  Some 
of the PIC work was funded by the MTO and DSO Offices of DARPA, the VCSEL growths 
were carried out in the UCSB MBE lab with the support of Prof. Gossard and other personnel 
there; PIC and VCSEL fabrication was performed in the UCSB Nanofab facility partially 
supported by the NSF-NNIN.  The collaboration of Freedom Photonics in some of the work 
is also gratefully acknowledged.   
 
Sub-section (IA.) contains a Si-photonics optical beam sweeping paper on work led by Prof. 
John Bowers.  It describes the design and fabrication of an integrated chip to produce a free-
space beam that can be swept in two dimensions over a 10° range.  The hybrid Si-photonic 
chip contains the widely-tunable laser source, 32 waveguides with surface-emitting gratings , 
and it is one of the largest such chips ever created.    
 
The second section (IB.) contains a conference paper on a highly integrated coherent receiver 
that uses an optical-phase-locked loop to phase lock its local oscillator to the carrier of the 
incoming signal. No DSP is utilized, and bit-error-rates < 10-12 for data rates up to 35 Gb/s 
were demonstrated.    
 
The third section (1C.) contains four articles—two conference and two journal papers—on 
optical phase-sensitive amplifiers.  Figure 1 shows a schematic and photo of the PIC used 
along with some key results.  The experiments involved using two coherently related optical 
pumps and a highly-saturated semiconductor optical amplifier (SOA) as the nonlinear 
medium to demonstrate ‘phase-sensitive’ amplification.   The pumps are initially created 
external to the chip as sidebands from an intensity modulated signal.  These sidebands then 
injection-lock two tunable lasers on the PIC—SGDBR-1 and SGDBR-2.  These pumps then 
are recombined with the signal which has passed through a phase modulator before entering 
the SOA as well as some reference waveguides.   When the SOA is highly saturated, there is 
little linear gain and nearly noiseless phase-sensitive amplification (PSA) should be possible.  
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This PSA gain is indicated by an interference of the signal with the generated conjugate 
signal when the phase of the signal is shifted.  This is shown in part (c) –blue curve.  
 

(a) 
 

(b) 

(c) 
 
Figure 1.  Single-chip phase-sensitive amplifier.  (a) Schematic; (b) photo; (c) data.  For (c) the blue curve 
shows the expected interference between the signal wave and its generated conjugate as the current to the phase 
tuner is increased; the yellow curve is for the SGDBRs pump lasers not injection locked (not phase coherent); 
the red curve is the measured phase shift applied to the signal wave.  Note that the square root of the current to 
the phase tuner is plotted because the phase shift should be linear with this; however, there is an initial offset 
due to stored interface charge in the device.   
 
The fourth sub-section in the PIC group (1D.) gives a news article that summarizes a few 
experiments performed by Prof. Yao’s group at the Univ. of Ottawa using integrated active 
programmable ring resonator filters that were designed and fabricated in Prof. Coldren’s lab 
a few years ago.  Two kinds of all-optical temporal integrators were demonstrated, each 
capable of calculating the time integral of an arbitrary input optical waveform having 
bandwidths exceeding what could be handled by electronic circuits.  A full-length Nature-
Photonics paper has been accepted on this work and will appear in February of 2016. 
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In Section II. VCSELs and Cavity QED, high-Q vertical cavities grown on GaAs by MBE 
are used first to make efficient vertical-cavity lasers and then in cavity quantum 
electrodynamics experiments in which electronic transitions of a quantum-dot placed in the 
cavity are modified by optical coupling.   
 
The first paper in sub-section (IIA.) summarizes an invited paper presented at the OCOI 
Topical Meeting that discusses the use of VCSELs for chip-to-chip and on-chip optical 
interconnects enabled by 2.5 and 3-D integration techniques using interposer technology. 
This technology facilitates the use of different chiplets to be stably combined on a common 
Si platform.  Some chiplets may be electronic ICs, some may be photonic, some of these may 
be composed mainly of Si, others mainly of GaAs or InP.  The talk also included work on 
polarization modulation of VCSELs that can double the information carried on a single beam 
of light. 
 
The second sub-section (IIB.) consists of three papers on the cavity QED work led by Prof. 
Dirk Bouwmeester.  The first uses an asymmetric oxide aperture to provide polarization 
degenerate cavity modes.  The quantum-dot transition was tuned through the cavity 
resonance via the quantum-confined  Stark effect with an applied electric field.  The second 
paper presents a technique that enables the determination of the coherence and the phase of 
light that is transmitted through a polarization degenerate coupled quantum-dot/cavity 
system.  The third paper discusses the effects of charges trapped at the oxide aperture on 
cavity QED experiments.   
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I. Photonic Integrated 
Circuits 

 
 
 
 
 
 
 

A. Beam Sweeping 
 



Fully integrated hybrid silicon two dimensional 
beam scanner 

J. C. Hulme,* J. K. Doylend, M. J. R. Heck, J. D. Peters, M. L. Davenport, 
J. T. Bovington, L. A. Coldren, and J. E. Bowers 

Electrical & Computer Engineering Department University of California Santa Barbara, California 93106, USA 
*jaredhulme@ece.ucsb.edu 

Abstract: In this work we present the first fully-integrated free-space 
beam-steering chip using the hybrid silicon platform. The photonic 
integrated circuit (PIC) consists of 164 optical components including lasers, 
amplifiers, photodiodes, phase tuners, grating couplers, splitters, and a 
photonic crystal lens. The PIC exhibited steering over 23° x 3.6° with beam 
widths of 1° x 0.6°. 

©2015 Optical Society of America 

OCIS codes: (130.0130) Integrated optics; (060.2605) Free-space optical communication; 
(250.5300) Photonic integrated circuits; (280.3640) LIDAR. 
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1. Introduction 

Free-space beam-steering is important for light detection and ranging (LIDAR), free space 
communications, and has potential applications for holographic displays and biomedical 
imaging. LIDAR employs a moving laser beam to sample the environment for optical 
“echoes” and rapidly collect high resolution three-dimensional images. One can imagine a 
world where every vehicle employs a LIDAR system for improved safety, for data collection, 
or to provide feedback for automated driving. This will require advancement beyond the 
current state of LIDAR technology – which typically costs tens of thousands of dollars and is 
so large that is has to be mounted on the roof of the vehicle – to LIDAR technology that can 
be deployed on bumpers or door frames. However, this is only possible with the great 
reduction in size, weight, cost, and mechanical wear that a fully-integrated solid-state beam-
steering chip provides. As integration of photonic elements increases [1], it becomes possible 
to integrate a phased array beam steering system on a chip, with much higher stability and 
performance with lower cost than has been previously possible. 

Free-space beam steering using silicon photonic chips has been demonstrated using off-
chip lasers [2–4], including 2D beam steering in [5] through the use of optical phased arrays 
and a fiber-coupled input. 2D steering using a two-dimensional phased array has also been 
demonstrated with an off-chip laser [6], but all of the above required a fiber-coupled input 
and an off-chip laser, rendering the device impractical as a single-chip beam-steering 
solution. 1D steering with an on-chip laser – i.e. a truly “steerable laser” – has been 
demonstrated on the hybrid silicon platform with the laser, amplifiers, phase tuners, and 
phased array all integrated and fabricated on-chip by Doylend et al. [7–9], but thus far 2D 
steering using an on-chip laser has not been achieved. 

In this paper we present the first fully integrated two-dimensional steerable laser chip on a 
hybrid III-V/silicon platform which also, to our knowledge, combines the largest number to 
date of integrated components (164) on a silicon substrate with integrated lasers. This chip 
includes 2 tunable lasers, 34 amplifiers, and 32 photodiodes utilizing III-V material, as well 
as 32 phase shifters, 31 MMI couplers and a graded index (GRIN) lens in the silicon-on-
insulator (SOI) layer. These combine wavelength tuning with an optical phased array to 
accomplish 2D beam-steering without the need for moving parts or an external laser. 

2. Concept 

Beam-steering and shaping can be performed with an optical phased array (OPA) by splitting 
the output from a laser into an array of phase tuners and emitter elements. The far-field beam 
shape can be arbitrarily chosen by individually tuning the phase of each channel, however the 
quality of the beam is subject to limitations due to the finite emitter size and number of 
emitter elements. In the case of a two-dimensional OPA the number of control elements 
rapidly scales beyond reasonable numbers for a photonic integrated circuit since in general N2 
steered elements are required for beam-forming in two axes, where N is the number of 
elements required for beam-forming in a single axis with the desired beam quality [6]. 
Recently a 1D OPA has demonstrated beam-steering using a single control element by 
cascading phase-shifters in series [10]. Although this cascaded method could be applied to 2D 
OPAs it is limited in the second dimension by large pixel size. Additionally, because this 
method does not control individual phase shifters it is more susceptible to thermal crosstalk 
such as is common when integrating gain elements on-chip. 

A more efficient method of 2D beam-steering can be performed by tuning the wavelength 
of the light emitted from a surface grating. As the light propagates through the emitter, power 
scatters off each tooth with a phase delay dependent on the effective index of the mode and 
the wavelength of light. This effectively becomes a series of closely packed pixels that add up 
in the far field as a 1D beam. The angle of emission (θ) can be calculated from the grating 
period (Λ), the waveguide effective index (neff), and the wavelength (λ) as shown in Eq. (1) 
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 sin effn
θ

Λ −λ
=

Λ
 (1) 

By combining an OPA with grating emitters and a tunable laser, 2D beam-steering can be 
achieved with linear scaling of the number of control elements, in fact the number of required 
elements would be only N + M, where N is the number of phase-tuned elements required for 
high-quality beam-forming in one axis and M is the number of controllable elements in the 
tunable laser (typically fewer than 4). We use ψ for the steering axis determined by the OPA, 
and θ for the axis determined by wavelength via the Bragg equation. 

 

Fig. 1. Layout of the fully integrated PIC. Redundant tunable laser sources are followed by 
semiconductor optical amplifier (SOA) pre-amplifiers. The signal passes through a 32 channel 
splitter and is then tuned in both phase and amplitude for each channel. The channels feed a 
surface grating array where the beam is emitted at an angle determined by wavelength in the θ 
axis and by relative phase in the ψ axis. A graded index lens images the remaining beam power 
into the far field and where it is measured by a photodiode array for on-chip feedback. 

3. Design 

The PIC design begins with two redundant tunable Vernier ring lasers (discussed further 
below and in Fig. 1). The redundancy can be used to switch between lasers with different 
tuning ranges to create a much wider wavelength-tuning range overall and thus a wider 
angular steering range in the θ axis. The laser signal passes through a pre-amplifier prior to 
being split into 32 channels, each with a phase modulator and an amplifier. For current 
injection phase tuning, one expects phase-dependent losses, which can be compensated for by 
the amplifiers to avoid beam distortion. It should be noted that an equal power output from all 
channels is not ideal for side mode suppression (e.g. as compared with a Gaussian power 
distribution). Regardless of the desired power distribution, the amplifier array can be used to 
achieve the desired power distribution with both static adjustments for waveguide and splitter 
losses and dynamic adjustment for phase tuning induced losses. The optimized beam is 
emitted from the device via etched waveguide gratings. Any remaining power in the 
waveguides passes through a graded index (GRIN) lens that images the far field and couples 
to a photodiode array for on-chip feedback. These elements will now be described in more 
detail. 
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3.1 Components 

The gain elements for the tunable laser and semiconductor optical amplifier (SOA) are similar 
to the design reported by Zhang et al. [11] where the mode is shifted upward as it enters a 
bonded III/V region to partially overlap the pumped quantum wells. 

Two laser designs were placed in the PIC and were split between a tested design [12] with 
41 nm tuning range and 5.5 mW output power and a new optimized design that is expected to 
perform similarly but with lower thresholds and higher output powers. Both lasers employ 
two ring resonators coupled by two bus waveguides with a gain region. The new design omits 
the gain region from one of the waveguides to reduce losses incurred at the tapered III/V 
section and replaces it with a thermal phase tuner. The gain region length was also increased 
from 0.8 to 1.4 mm in the new design to compensate for removing the second gain region. 
Schematics of the lasers are shown in Fig. 2. 

 

Fig. 2. Schematic of tunable Vernier ring laser with (a) two gain regions and (b) one gain 
region. 

The pre-amplifiers were made 1.5 mm long for amplification of the signal prior to 
entering the splitter, and the channel amplifiers were made to be 3 mm long to maximize 
output power from the PIC. It was expected that increasing the length of the pre-amplifier 
beyond 1.5 mm would not significantly increase the gain due to saturation of the SOA, 
however the decreased signal following the splitter was expected to see linear gain in the 3 
mm amplifiers. 

The phase modulators were based on a p-i-n silicon diode design [9]. To reduce series 
resistance, the doped regions were placed 6 μm apart instead of 11, allowing these diodes to 
move past thermal time constants and rapidly tune using electro-optic phase shifting. This 
also reduced cross-talk between channels, greatly simplifying the optimization of the output 
beam. 

3.2 Channel output spacing and count 

A uniformly spaced OPA generates a main beam as well as undesired side lobes that emit at 
different angles. These side lobes limit the useful field of view. For a given wavelength, the 
angular separation between the main lobes and the side lobes is determined by the spacing 
between emitters as shown in Fig. 3. Thus, decreasing the emitter pitch will increase the 
useful range of the device until the pitch is limited by waveguide width and mode size. 

However, decreasing the total width of the emitter array by decreasing the emitter spacing 
increases the beam width and reduces the number of resolvable spots. The effect is such that 
decreasing emitter pitch will keep the number of resolvable spots nearly constant, even 
though it will increase the field of view, because as the field of view increases so does the 
size of the spots. A simple way to increase the number of resolvable spots is to keep the 
emitter pitch small while increasing the array width by increasing the number of channels. 
However, this adds control complexity since each channel requires individual phase (and 
possibly amplitude) tuning. Hence 2D steering with a tunable laser and 1D OPA – for which 
the number of channels scales linearly with array size - becomes much more convenient than 
a 2D OPA for which the number of channels (and therefore control complexity) scales 
quadratically with array size. 
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Fig. 3. (a) Calculated angular power distribution for 4, 5, and 6 μm spacing between emitters 
with an inset of the calculated side mode separation between main lobe peak and side lobe 
(measured where the side lobe intensity rises to −10 dB relative to main lobe peak which is 
where the useful field of view ends) vs. emitter pitch, (b) calculated far field beam full width 
half max (FWHM) vs. emitter pitch for 8, 16, and 32 channels, (c) calculated beam FWHM vs. 
side lobe separation based on varying emitter pitch, and (d) calculated number of resolvable 
spots (i.e. side lobe separation divided by beam width) vs. side lobe separation based on 
varying emitter pitch. 

Another approach to increasing side mode suppression is to vary the emitter spacing. For 
example, using a Gaussian distribution for waveguide pitch results in a very different side 
mode profile (Fig. 4) with the first major side lobe reduced to the level of the other side lobes. 
As the chosen angle shifts and the main lobe decreases in intensity the difference becomes 
even more noticeable. At 0° the uniform array is calculated to contain 53% of the emitted 
power in the main lobe with a side mode suppression ratio (SMSR) of 5.4 dB, while at 10° it 
contains only 46% of power with an SMSR of 0.5 dB. The Gaussian array is more uniform 
across the tuning space with a much better SMSR – the main lobe contains 48% at 0° with an 
SMSR of 13.9 dB and 45% at 10° with an SMSR of 8.2 dB. However within a field of view 
that excludes the first major side lobe, the uniform array maintains a higher SMSR over a 
greater tuning range. 

Calculations were made for other configurations, but the uniform and Gaussian array 
spacing appeared most promising and were selected for fabrication. The uniform array was 
designed with a 4 μm emitter pitch and 126 μm total width, and the Gaussian array was 
designed with a 3.4 μm center emitter pitch, 7.1 μm outer emitter pitch, and 144 μm total 
width. Both arrays used emitters consisting of gratings with a pitch of 550 nm shallowly 
etched on 2.3 μm wide waveguides. At this pitch the emitters are expected to tune 0.127 ± 
0.02 ° / nm at wavelengths of 1555 to 1605 nm [13]. 
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Fig. 4. Calculated far field for (a) uniform and (b) Gaussian emitter spacing using no relative 
phase or output power differences between channels. Calculated far field for (c) uniform array 
with linear relative phase shift and (d) Gaussian array with linear relative phase shift adjusted 
for irregular spacing to tune the main lobe to −10°. The Gaussian array performs better when 
considering the full signal, but (c)-(d) illustrate the larger tuning range of the uniform array 
within a field of view while maintaining greater than 10 dB side mode suppression. 

3.3 Lens and photodiode array 

Most of the optical measurements on this PIC were performed by directly measuring the 
output beam off-chip using an infrared camera and a lens system as described in Section 5. 
This technique works well for initial characterization but is insufficient for periodic 
monitoring, calibration, and control of a field device. Temperature variations can affect the 
channel amplifier gain, which necessitates a shift in injection current to maintain the proper 
power distribution. Shifting the injection current also shifts the phase so the phase modulators 
also require dynamic control. Use of a beam-steering chip requires a feedback mechanism 
that does not interfere with the output signal and is included on-chip. Such a device has been 
demonstrated in [16] for power from a 2-channel interferometer, but for the PIC described in 
this work a means of tracking the interference pattern between all 32 channels was required. 
To that end, an on-chip measurement system was designed using a 1D graded index lens to 
image the far field of the ψ axis. The imaged field is placed at the beginning of an array of 
waveguides that feed a photodiode array to measure the beam angle (Fig. 1). 

The lens was fabricated by shallowly etching sub-wavelength holes of varying diameter in 
an SOI slab that was then covered in PECVD SiO2. The hole diameters were selected so as to 
vary the effective index of the slab parabolically across its width, effectively forming a 
graded index (GRIN) lens. Figure 5 shows a cross-section of the calculated index profile and 
the simulated intensity throughout the lens with zero relative phase shift between channels. 

The waveguides feeding the photodiode array were placed at the calculated focal length 
(473 μm) with a total width of 64 μm. There are 32 photodiodes in the array that are expected 
to span 41° in the far field (the total expected width between the first-order side lobes) with a 
resolution of 1.3°. This resolution is not high enough to resolve individual spots but is 
sufficient for coarse recalibration of phase alignment from thermal fluctuations. 

A calculation of the beam intensity at the lens focal point is shown in Fig. 6 for several 
different values of linear phase difference between adjacent channels. 
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Fig. 5. (a) A cross-section of the calculated refractive index profile for the GRIN lens. The 
cross section is taken at 250 μm into the lens. (b) Simulated intensity passing through the lens 
with zero phase shift between channels. The focal length is marked at 473 μm. 

 

Fig. 6. Calculated lens output power for linear relative phase delays between adjacent channels 
in degrees. 

4. Fabrication 

The PIC was fabricated on 500 nm SOI with 1 μm buried oxide. Rib waveguides were 
patterned using 248 nm DUV lithography and etched 275 nm. P-i-n diodes for the phase 
modulators were made with boron and phosphorus implantation of and a 1050°C anneal. 
Emitter gratings were then formed over the waveguides by e-beam lithography and etching 50 
nm. The gain regions were formed by bonding III-V epitaxial material to the top silicon as per 
the hybrid silicon process described in [14,15]. The III-V substrate was removed with a 
mechanical polish and wet-etch. The III-V was then patterned and dry-etched to create gain 
elements in the laser and amplifier sections but avoid losses in the silicon waveguides. Metal 
contacts were added through e-beam deposition for gain and phase modulator sections. A 
buffer layer of SiO2 was deposited by PECVD. Vias were etched to the contacts and probe 
metal was deposited. 

5. Packaging and test setup 

The finished chip was diced and then thinned by mechanically polishing the backside down to 
100 μm in order to reduce thermal impedance between the active devices and the heat sink. 
The backside was metalized for better thermal conduction and then bonded to a gold pad on a 
BeO carrier using a thin thermally conductive epoxy. The carrier was placed in a copper 
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mounting block that connected the carrier to a water cooled block with additional epoxy. The 
signal pads from the chip were wire-bonded to matching pads on the carrier. A pogo-pin 
adaptor connected the pads on the carrier to a printed circuit board where a series of wires 
linked the board to the driver and measurement devices. A total of 101 separate signals were 
required to fully use this chip. Pictures of the finished 6 mm x 11.5 mm chip can be seen in 
Fig. 7. 

 

Fig. 7. (a) Confocal microscope picture of the fully integrated beam-steering PIC. The chip 
size is y x z cm2. (b) Photos of the mounted and wire-bonded chip placed in a water-cooled 
copper block and (c) the PCB attached to the assembly. 

The optical output from the device was measured using two configurations. First, a lens to 
fiber was placed over the chip to measure the optical spectrum of the device for wavelength 
characterization. The second configuration is shown in Fig. 8 and used a total of three lenses: 
Lenses 1 and 3 were used to image the output from the device onto an IR camera and Lens 2, 
an aspheric lens with high numerical aperture, was used to image the far-field. Lens 2 was 
placed in a rotating mount to provide easy switching between far- and near-field imaging, as 
were several neutral density filters to avoid saturating the camera. A polarization controller 
was also used to align the polarization along the TE axis. 
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Fig. 8. (a) Schematic of the test setup and (b)-(c) images of the test setup. 

6. Results 

6.1 Lasers and amplifiers 

SEM images of the laser and amplifiers are shown in Fig. 9. Wavelength measurements were 
performed with a fiber collimator placed over the chip that captured the light after being 
emitted from the PIC. 

The single-gain-section laser performed significantly better than the dual-gain-section 
lasers (see Fig. 2) with respective threshold currents of 94 and 168mA. The SOAs also 
exhibited lasing at currents between 200 and 400 mA due to small reflections off of the 
tapers. 

To characterize wavelength tuning the laser gain was pumped at 260 mA, the pre-
amplifier was pumped at 180 mA, and the rest of the chip was un-pumped. Scattered light 
from the laser and pre-amplifier was collected using the fiber collimator for direct 
measurement. The laser exhibited tuning over 34.5 nm (Fig. 10). Additional testing with the 
lens setup showed good correlation of measured and expected angle tuning (based on 
wavelength measurements), thus verifying that the grating couplers are working as designed. 
Wavelength tuning efficiency of 0.28 nm/mW was achieved from the laser that gives a 
predicted angle tuning efficiency of 0.030 °/mW. The measured angle tuning efficiency was 
0.034 °/mW. The beam was steered a total of 4.4° in θ with a tuning efficiency of 0.127°/nm 
as designed and predicted in Section 3.2. 

The yield on working gain elements was 93% leaving 3 channels with un-pumped 
amplifiers. 
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Fig. 9. SEMs of (a) laser and pre-amplifier gain elements, (b) InP tapers for adiabatic 
transitions between III/V gain and silicon waveguides with magnified images of the taper tip 
immediately following mesa etching, (c) completed laser and pre-amplifier, (d) ring mirror and 
(e) ring-to-bus coupler. 

 

Fig. 10. (a) Measured peak wavelength vs. tuning power from one mirror, (b) measured optical 
spectra, and (c) measured output angle vs. predicted output angle (from wavelength 
measurement). A wavelength tuning efficiency of 0.28 nm/mW was achieved and the tuning 
efficiency of predicted and measured angle were 0.030 and 0.034 °/mW respectively. Since the 
laser was integrated on-chip it was unable to be measured individually so the full spectra 
SMSR is not available. 
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6.2 Phase modulators 

The phase modulators were characterized using Mach-Zehnder test structures. Although 
designed to work electro-optically they worked almost entirely in the thermo-optic (TO) 
regime as evidenced by a clear dependence on power rather than a dependence on current 
(Fig. 11). When electro-optic (EO) tuning is present, phase tuning typically begins in a 
current-dependent regime that gives way to a power-dependent regime as thermal effects 
dominate. In silicon, TO and EO tuning shift the index of refraction in opposing directions 
(TO causes positive change with increasing injected electrical power while EO causes 
negative index change with increasing injected electrical current) so the crossover between 
the two is easily discerned. In the case of this chip the thermal tuning was almost immediately 
dominant and a tuning efficiency of 160 mW/π was measured. 

The thermo-optic dominance is attributed to a high resistance in the silicon layer from 
process contamination. Test runs of the modulators without III/V bonding showed EO tuning 
with efficiencies of 14 mA/π (a low power regime where TO tuning is minimal) and a 3dB 
bandwidth greater than 50 MHz. It is believed that damage to the contacts, as well as possible 
damage to the trench region around the rib, is the cause of the discrepancy between the test 
devices and the phase modulators on the full PIC – i.e. increased resistance in the current path 
led to increased joule heating. A comparison of transmission line measurements (TLMs) 
between the two processing runs shows that the sheet resistance on the integrated phase 
modulators was greater than 7 times that of the devices processed without III/V. The 
integrated modulators exhibited a 3 dB bandwidth greater than 300 kHz. 

The phase-modulator yield was 97% on the beam-steering PIC. 

 

Fig. 11. (a) Transmission through a 2 mm Mach-Zehnder test structure showing a phase 
modulator dependency on power implying a thermo-optically dominated device on the 
integrated chip. Test run measurements of similar devices showing (b) 14 mA/π tuning 
efficiency with data and modeled fit and (c) a 3dB bandwidth greater than 50 MHz. 
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6.3 Lens and photodiode array 

SEM images of the lens and output gratings are shown in Fig. 13, and a larger image of the 
lens and photodiode array is shown in Fig. 14. Unfortunately, errors in the proximity 
correction of the e-beam lithography meant that attempts to characterize the beam angle using 
the lens and photodiode array were unsuccessful as the photo-current produced in each 
photodiode was not well correlated with the angle. 

Characterization of the lens and photodiode array was done by pumping one of the central 
channel amplifiers at high enough current to induce lasing from taper reflections and then 
measuring the reverse photocurrent in the photodiode array. Test photodiodes were also 
measured with an external laser to determine the responsivity and quantum efficiency (Fig. 
12). For the wavelengths available in the PIC, the quantum efficiency averaged 45% and the 
responsivity averaged 0.57 A/W for 470 μm long photodiodes. 100% yield on the 
photodiodes was achieved. 

 

Fig. 12. (a) Responsivity and (b) quantum efficiency of the 470 μm long photodiodes at −5 V. 

 

Fig. 13. SEMs of (a) input waveguides and the beginning of the GRIN lens, (b) a zoomed in 
SEM of insufficiently etched holes that led to lens distortion of the beam, and (c) a close-up 
image of the photonic crystal lens etched spots. 
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Fig. 14. SEM of output grating array, lens and photodiode array. 

6.4 Integrated 32 channel device 

For two-dimensional beam-steering the laser gain current was set to 260 mA and the pre-
amplifier gain current was set to 240 mA. After tuning the laser’s mirror and phase heaters to 
select the desired wavelength, the phase modulator and channel amplifier currents were 
optimized by use of a hill-climbing algorithm as described in [5]. The beam optimization is 
measured as the power at the desired angle divided by the maximum power of the side lobes 
within a window of angles. For a given phase modulator channel the beam optimization is 
measured for several current shifts around the last value where the shift is a multiple (−2, −1, 
0, 1, 2) of some delta. The delta is chosen by taking a fit of the beam optimization at each 
current, calculating a slope, and shifting the current for that channel in the direction of 
improved beam optimization. More intricate algorithms were attempted, but it was found that 
the simple hill-climbing algorithm was best able to optimize the beam. Beam-steering of 23° 
(ψ) x 3.6° (θ) was achieved (Fig. 15) with respective beam widths of 1° x 0.6° and greater 
than 70% background suppression. This corresponds to 23 x 6 (a total of 138) resolvable 
spots. The side lobe suppression was limited to 70% by a combination of inconsistent gain 
characteristics across the amplifier array, multimode output from some channels, and 3 failed 
channel amplifiers. 
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Fig. 15. Two-dimensional beam-steering plots spanning 23° in ψ and 3.6° in θ. 

7. Conclusion 

We have presented the first fully-integrated free-space beam-steering chip on the hybrid-
silicon platform. The PIC incorporates a total of 164 components with 9 different component 
types. Steering over 23° x 3.6° was exhibited with beam widths of 1° x 0.6° giving a total of 
138 resolvable spots in the far field with 5.5 dB background suppression. 
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Abstract: A highly integrated homodyne receiver has been demonstrated within a footprint of 1 
cm2. The receiver successfully receives 40 Gbit/s BPSK and error free is achieved up to 35 Gbit/s. 
Theoretical analysis has been also carried out showing the feasibility of integrated 16 QAM 
homodyne coherent receivers. 
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1. Introduction 

Recently, a resurgence of effort is being devoted to the research  of coherent optic fiber communications, because 
its advantages of higher sensitivity, better noise tolerance, and more importantly, its compatibility with complex 
modulation format, such as QPSK, 16 QAM. Based on advanced digital signal processor (DSP) technology, DP QPSK 
coherent links have been deployed widely, and 16 QAM links also start to be applied to metro or even long haul 
applications. Modern DSP-based intradyne receivers solve most of the problems in coherent communication systems, 
but it also gives rise to a very high power consumption (roughly 1 W/Gbps or higher) and high cost, both of which 
limit its application within long-haul or long-distance metro links. In order to solve the high-cost and high power 
consumption problems that intradyne receiver inherently have, optical phase-locked loop (OPLL) based homodyne 
receivers become an alternative [1].  

Although research in 1980s and 1990s indicates the difficulties of the implementation of OPLL-based homodyne 
receiver, especially its stringent limit on linewidth and physical loop delay [3], photonic and electronic integration 
technology have solved this problem to a great extent [1,2]. By integrating all the optical components on the same 
chip and combing with the ASIC, the system size decreases dramatically and the physical loop delay reach the order 
of sub-ns [1,2,4]. Therefore the stringent limit on laser linewidth. It not only makes homodyne receiver practically 
feasible, but also make it excel intradyne receiver in many aspects, including power consumption, size, and baud rate. 

2. Experimental demonstrations 

In this work, a highly integrated Costas loop is proposed and demonstrated. By photonic and electronic integration, 
the whole receiver is realized within a footprint of 10 mm × 10 mm area, and 120 ps loop delay is achieved. The 
architecture of the Costas loop is shown in Fig. 1. The receiver consists of three main parts: a photonic integrated 
circuit (PIC), and an electronic integrated circuit (EIC) and a hybrid loop filter (Fig. 1) [1]. 

The incoming signal and the LO are mixed in the optical 90 degree hybrid, and I/Q signals are then generated on 
four photodetectors. The I/Q signals are then mixed at the XOR gate on the EIC, and therefore the data-OPLL cross-
talk is eliminated by the phase doubling. The XOR gate together with the delay line works as a quadric-correlator 
frequency detector, and the XOR itself also acts as a phase detector. The phase/frequency error signals are then fed 
back to the laser phase tuning section through the loop filter, as shown in Fig. 1.  
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On the PIC, a widely tunable sampled-grating DBR (SG-DBR) laser, a directional-coupler-based 90 degree hybrid, 
four uni-travelling-carrier (UTC) photodetectors and microstrip transmission lines are integrated monolithically [5].  

The PIC, EIC, and loop filter are connected together using wirebonds.  A BPSK transmitter is built using 
commercial components for the testing purpose. 231-1 PRBS data is applied to the transmitting laser using the NRZ 
BPSK format. A VOA and an EDFA are used to control the OSNR of the received signal. The BPSK signal is coupled 
into the PIC through a lensed fiber, and the power of the SG-DBR laser is coupled out through another lensed fiber, 
and beat with the transmitting laser on a high-speed photodetector for the monitoring purpose.  Bit error rates (BERs) 
are also measured [1].  

We successfully locked the optical phase of the SG-DBR laser to the phase of the transmitting laser. The beating 
spectrum measured by the ESA showed 1.1 GHz closed-loop bandwidth. BER is also measured with various OSNR 
of the input signal. Error free (BER < 10-12) is achieved with a data rate up to 35 Gbit/s. Both measured BER and the 
theoretical BER are plotted in Fig. 4.  The power consumption of the system is around 3 Watt, not including the TEC 
cooling. [1] 

3. Theoretical analysis for 16 QAM receiver [6] 

  
Fig. 3. Noise analysis model for PLL. 

In the previous experiment, the LO laser linewidth has a seemingly large spectral linewidth of >10 MHz. However, 
no linewidth-related performance degradation is observed. It is because that the noise suppression bandwidth the 
homodyne receiver, the closed loop bandwidth, is large enough to suppress most of the phase noise from the local 
oscillator [1,3].  

An OPLL model is shown in Fig. 3, where noise are introduced from two locations, 𝜙𝑁0  from the input of the 
phase detector, and 𝜙𝑃𝑁 from the output of the CCO. The summed effects of ASE noise, shot noise, the thermal noise 
and RIN are represented by 𝜙𝑁0

, and the laser phase noise is 𝜙𝑃𝑁. The system performance can be expressed in the 
following equation.  

(𝜙𝑁0 + 𝜙𝑖𝑛 − 𝜙𝑜𝑢𝑡) ∙ 𝐾𝑝𝑑 ∙ 𝐹𝐿𝐹(𝑠) ∙
𝐾𝐶𝑂(𝑠)

𝑠
+ 𝜙𝑃𝑁 = 𝜙𝑜𝑢𝑡, 

where 𝐾𝑝𝑑 ∙ 𝐹𝐿𝐹(𝑠) ∙
𝐾𝐶𝑂(𝑠)

𝑠
 indicates the open loop response of the homodyne receiver.  Within the loop bandwidth, 

the LO phase noise is suppressed by the closed-loop response function, while on the other hand ASE noise, thermal 
noise, laser RIN and shot noise are passed through within the loop bandwidth. As for laser phase noise modeling, both 
ASE noise and 1/f carrier-injection noise are considered. Parameters used in this calculation are listed in Table 1.  

Fig. 1. Homodyne receiver architecture. Fig. 2. Measured BER of the homodyne receiver. 
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     Using the parameters listed in Table 1, the phase noise spectrum of the OPLL can be obtained and therefore the 
laser residue phase error variance can be obtained. Based on the residue phase noise and the other white noises, the 
Q-factor of receiver can be obtained. The detailed derivation can be found in [6]. By utilizing this receiver as a 16 
QAM receiver, the BER is calculated (Fig. 4). As we can see, with a 1 GHz loop natural bandwidth, the receiver can 
work in an error-free (BER<1e-12) condition with no digital signal processing. When the loop bandwidth is 2-3 GHz, 
the receiver performance is optimized. When the assumed loop bandwidth reaches 10 GHz, the low SNR performance 
is degraded due to the high ASE noise level.  It is worth mentioning that the calculation is based on the summed laser 
linewidth of 3 MHz, which is higher than most of the published 16 QAM receiver work.  

   
 

 

4. Conclusion 

A 40GB/s OPLL-based homodyne receiver has been demonstrated with very low power consumption and good 
overall performance. Utilizing the same OPLL model, the feasibility of a 16 QAM receiver is theoretically proved, 
and with a 1 GHz loop bandwidth error-free reception can be achieved with a 3 MHz linewidth laser as local oscillator. 
It provides a good solution for relatively short distance, cost effective, efficient coherent communication. 
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Invited Paper 
 

Abstract—A saturated semiconductor-optical-amplifier exhib-
ited 6.3 dB of phase-sensitive gain using two tunable laser pumps 
coherently injection-locked from sidebands of a modulated tone, 
all integrated on a single InP chip. 

Keywords—phase sensitive amplifier, semiconductor optical 
amplifier, photonic integrated circuit, four wave mixing 

I. INTRODUCTION 
All optical signal processing based on noiseless phase-

sensitive amplification (PSA) has been attracting increasing 
attention in recent years [1] and has been demonstrated in 
various bench-top systems using either parametric down-
conversion in χ(2)-based nonlinear materials [2], or four-wave 
mixing (FWM), in χ(3)-based nonlinear mediums such as 
optical fibers [3] and semiconductor optical amplifiers (SOAs) 
[4]. However, it is difficult to use these bulky setups in 
practical scenarios. Photonic integration that enables the 
combination of key optical components and reduction in scale 
would greatly benefit the implementation of PSAs for practical 
applications. 

In this paper, an integrated photonic signal-degenerate 
dual-pumped PSA at 1550 nm, based on a saturated SOA, is 
demonstrated. The performance of the SOA is characterized. 
Chip-scale PSA gain is theoretically analyzed, and a 6.3 dB 
extinction ratio of gain is realized.  

II. CHIP-SCALE PSA 
To monolithically integrate the single-chip dual-pumped 

PSA, an InP/InGaAsP centered quantum well (CQW) platform 
with 10 quantum wells (QWs), which can maximize the mode 
overlap with the QWs in an SOA and enhance the nonlinearity, 
is used. Quantum well intermixing (QWI) technology [5] is 
employed to define active and passive areas. Fig. 1 shows a 
schematic and a photo of the chip. Two pump sidebands and 
one signal generated from an external modulated tone are 
coupled into the chip and split into three paths via a 1-by-3 
multimode interference (MMI) coupler. Along upper and lower 
paths, there are two sampled-grating distributed-Bragg-
reflector (SG-DBR) lasers. Each laser is injection locked by 
one sideband, suppressing the other wavelengths. Each pump is 
amplified by an SOA, and noise is suppressed by an 
asymmetric Mach-Zehnder interferometer (AMZI). Along the 

middle path, there is a phase tuner to phase-shift the signal 
based on quantum-confined stark effect; therefore, an 
adjustable and stable phase relationship among the signal and 
the two pumps can be achieved for observing the phase-
dependent gain of the signal. The light waves along the three 
paths are combined together in a 3-by-3 MMI coupler and split 
to a nonlinear SOA (NL-SOA) where PSA occurs, as well as 
long and short passive waveguides (WG) as references. The 
NL-SOA is saturated to optimize the FWM and suppress the 
amplified spontaneous emission noise. 

SG-DBR1

SG-DBR2

SOA1

SOA2

Phase 
tuner

AMZI 1

AMZI 2

3 by 3 MMI WG1 WG2

NL-SOA

Pumps

Signal
 

(a) 

 
(b) 

Fig. 1. Schematic and photo of the signal-degenerate dual-pumped PSA. 

III. SOA CHARACTERIZATION 
To theoretically investigate the chip-scale PSA in a NL-

SOA, some identical SOAs with different lengths were made 
on the same wafer for characterization. Some of results are 
shown here. First of all, the gain profile of a 1-mm SOA, 
consisting of three cascaded 330-µm SOAs, was measured, 
which is shown in Fig. 2. The measured transparent current 
density is about 1 kA/cm2. The peak gain is 47.5 dB/mm at 
1560 nm when current density is about 9 kA/cm2.  
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Fig. 2. Measured gain profile of  a 1-mm SOA. 
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The dispersion was measured as well using a 2.3-mm SOA 
based on a setup shown in Fig. 3. An intensity-modulated light 
wave is sent to the SOA. The RF signal is from a vector net-
work analyzer (VNA). Due to the dispersion of the SOA, non-
linear phase shifts would be applied to incident tones and the 
recovered RF signal at the PD. From the recorded phase 
change obtained from the VNA when sweeping the wavelength 
of the carrier, we can calculate the total dispersion of the SOA 
as shown in Fig. 4. As we can see, dispersion is about 0 from 
1550 nm to 1570 nm, and reaches -700 fs/nm near 1530 nm. 

PDTunable 
CW laser

Intensity 
modulator SOA

VNA  
Fig. 3. Setup of the SOA dispersion measurement. 
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Fig. 4. Measured dispersion of a 2.3-mm SOA. 

The SOA carrier lifetime was measured using a 50-µm 
SOA, which is shown in Fig. 5. The carrier lifetime decreases 
quickly as the input power goes up, and reaches about 180 ps at 
a high input power of 20 mW. 
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Fig. 5. Measured carrier lifetime with respect to input light wave power. 

IV. THEORETICAL SIMULATION AND EXPERIMENTAL RESULT 
The injection current to the NL-SOA is set to be about 90 

mA. The total power of the pump and the signal waves sent to 
the NL-SOA is set to be 0 dBm, saturating the NL-SOA. Us-
ing the parameters obtained from SOA characterization, a the-
oretical simulation of the PSA gain based on coupled differen-
tial equations [6] is presented in Fig. 6, showing a 6.5 dB ex-
tinction ratio of the phase-sensitive gain. 

An experiment was performed to evaluate our simulation. 
Since the signal power after PSA varies with the signal phase, 
which should vary linearly with the square root of the injected 
current, the measured signal power at the output of the SOA 
with respect to the square root of the injected current was 
measured, which is shown in Fig. 7. For comparison, the sig-
nal power without injection locking and the relative phase 
change of the signal were measured, which are shown in Fig. 
7 as well. The relative phase change was measured in a man-

ner similar to that shown in Fig. 3. When two lasers are in 
free-running modes, there is no PSA due to random phase 
drifting. Once the injection locking is enabled, however, there 
is no obvious PSA or phase change of the signal until after the 
current is larger than 1 mA. Such a delay in phase shift has 
been observed in tunable lasers and could be caused by an N+ 
sheet charge that occurs at the regrowth interface due to sur-
face contamination. As the current is increased from 1 mA to 
4 mA, there is a π phase shift to the signal and one cycle of 
signal power change is observed. Approximately 6.3 dB ex-
tinction of phase-sensitive on-chip gain is achieved, which 
agrees well with the simulation over this current and phase-
shift range. 

5
6
7
8
9

10
11

Ph
as

e 
de

pe
nd

en
t g

ai
n 

(d
B)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Signal phase change (π·rad)

12
13

6.5 dB
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Efficient and accurate modeling of
multi-wavelength propagation in SOAs:
a generalized coupled-mode approach
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Abstract—We present a model for multi-wavelength mixing
in semiconductor optical amplifiers (SOAs) based on coupled-
mode equations. The proposed model applies to all kinds of
SOA structures, takes into account the longitudinal dependence
of carrier density caused by saturation, it accommodates an
arbitrary functional dependencies of the material gain and
carrier recombination rate on the local value of carrier density,
and is computationally more efficient by orders of magnitude
as compared with the standard full model based on space-
time equations. We apply the coupled-mode equations model
to a recently demonstrated phase-sensitive amplifier based on
an integrated SOA and prove its results to be consistent with
the experimental data. The accuracy of the proposed model is
certified by means of a meticulous comparison with the results
obtained by integrating the space-time equations.

Index Terms—Semiconductor optical amplifiers, nonlinear op-
tics, wave mixing.

I. I NTRODUCTION

Semiconductor optical amplifiers (SOAs) have been in the
spotlight for many years, attracting ever growing interest
in multiple areas of applications. These include all-optical
signal processing in fiber-optic communication networks, cost-
effective local area transmission, and, more recently, integrated
silicon photonics, where SOAs are the building blocks for
the implementation of large-scale integrated photonic circuits.
Many of these applications rely on the mixing of the wave-
length components of the propagating electric field, and their
theoretical study can be performed by numerically integrat-
ing the coupled nonlinear equations describing the evolution
of the electric field envelope in the longitudinal direction
along the SOA, and the temporal carrier dynamics [1], [2].
Obviously, this approach is not suitable for the efficient
design of an SOA, owing to the intensive computational effort
that it involves. The search for computationally efficient and
analytically tractable models has yield the formulation of
what is sometimes referred to as areduced model for the
nonlinear SOA response [3], where the space-time equations
reduce to a single ordinary differential equation [3], suitable
for the analytic study of multi-wave mixing (see e.g. [3]–
[5]). The formulation of a reduced model hinges upon two
major assumptions. The first is that the spontaneous carrier
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C. Antonelli and A. Mecozzi are with the Department of Physical and

Chemical Sciences, University of L’Aquila, L’Aquila 67100, Italy; Wangzhe
Li and Larry Coldren are with the Electrical and Computer Engineering and
Materials Depts., University of California, Santa Barbara, CA 93106

recombination rate is proportional to the carrier spatial density,
and the second is that the material gain also depends linearly
on the carrier density. These assumptions emanate from early
studies of semiconductor lasers. Indeed, in lasers the carrier
density dynamics is characterized by small deviations from a
steady state value which is set by the threshold condition of
gain equalling the cavity loss. The small deviations around
this value are only caused by amplified spontaneous emission
(ASE) and by some spatial hole burning, which is however of
little significance because in most structures the intra-cavity
optical intensity is only moderately inhomogeneous. Conse-
quently, in laser structures, gain and spontaneous emission rate
can be accurately described by a linearized expression around
the steady state carrier density. Early studies on SOA structures
also used linear expressions for gain and carrier recombination,
and in this case the linearization, albeit less accurate, found its
ground on its simplicity and, more importantly, on the limited
gain of legacy SOAs, which implied a limited longitudinal
inhomogeneity of the optical field in the optical waveguide.

Unfortunately, these assumptions do not reflect the char-
acteristics of modern SOAs, as is clarified in what follows.
Modern SOAs may have linear gain in excess to 40dB,
implying a pronounced longitudinal inhomogeneity of the field
intensity and hence of gain saturation. This may cause, in some
cases, that the gain is only slightly saturated at the waveguide
input, whereas it is almost zero at the waveguide output, where
saturation is so high that the carrier density approaches its
transparency value. When this is the case, a linear expression
for the gain is reasonably accurate only if the gain does
not deviate significantly from the linear expansion around
the transparency carrier density over a range of values. The
nowadays widely accepted forms for the dependence of the
material gain on carrier density do not meet this requirement,
because over such wide range of carrier density values the
nonlinearity cannot be neglected, especially in quantum-well
(QW) SOAs devices [6]. This makes the use of linear forms
for the gain not an option for an accurate and quantitative
description of the SOA dynamics. In addition, advances in ma-
terial fabrication have made in modern devices the contribution
of defect-induced carrier recombination, which is proportional
to the carrier densityN , negligible, with the consequence
that spontaneous carrier recombination is dominated primarily
by radiative recombination, whose rate is proportional to
N2, and secondarily by Auger recombination, whose rate is
proportional toN3 [6]. This reality makes the linearization
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of the spontaneous recombination rate also a questionable
approximation. All these arguments together suggest that the
accuracy of models of the nonlinear SOA response based on
linearization of the carrier recombination rate and gain may
be, in state-of-the-art devices, highly inaccurate.

A natural approach to the study of wave mixing in SOAs,
which closely reminds coupled-mode theories, is the one based
on the derivation of evolution equations for the complex
amplitudes of the field frequency components. Somewhat
surprisingly, studies of wave mixing in modern SOAs (that
is, SOAs characterized by a nonlinear dependence of the
recombination rate and material gain on carrier density) based
on this approach seem to be absent in the literature. In a couple
of recent papers [7], [8], the authors assume a linear gain and
a polynomial recombination rate, as it would be appropriate
for bulk SOAs. However, they express the recombination rate
as RpNq “ N{τcpNq, where τcpNq “ N{RpNq has the
meaning of an equivalent spontaneous carrier lifetime and,
in the derivation of the coupled-mode equations, they replace
τcpNq with some time- and space-independent value. This
makes, again, the assumed carrier recombination rate linear.

Another distinctive assumption of all existing coupled-mode
approaches to multi-wave mixing in SOAs is that the carrier
density modulation induced by the mixing is characterized
by a single harmonic component [8]. This is a reasonable
assumption when a single frequency component is dominant
over the others, like for instance, in four-wave mixing (FWM)
experiments where a single pump and a frequency-detuned
weak signal are injected into the SOA. On the contrary, this as-
sumption is not satisfied when multiple frequency components,
detuned by a few gigahertz, have comparable intensities. This
configuration characterizes for instance experiments where
two strong pumps are injected at frequencies´Ω ` ω0 and
Ω ` ω0, and one is interested in the amplification of a weak
signal injected at the central frequencyω0. In this case, the
strongest carrier modulation occurs at the beat frequency2Ω

between the two strong pumps, but the signal amplification
is mainly affected by the, possibly weaker, carrier modulation
at frequencyΩ. This configuration recently became of great
interest because it describes the operation of a relevant class
of SOA-based phase sensitive amplifiers (PSAs) [9]–[12].

In this paper, we derive coupled-mode equations describing
multi-wavelength mixing in SOAs characterized by arbitrary
functional dependencies of the recombination rate and ma-
terial gain on carrier density. These include both QW and
bulk SOAs. The proposed model, which in what follows
we refer to as thecouple-mode model, takes into account
the frequency dependence of the material gain, as well as
all orders of the waveguide dispersion, and accommodates
input optical waveforms consisting of arbitrary combinations

of multiple frequency components.1 The implementation of
the model is illustrated in detail in the case of a QW SOA
characterized by a logarithmic dependence of the optical
gain on the carrier densityN , and by a cubic-polynomial
carrier recombination rateRpNq. The accuracy of the coupled-
mode model is successfully tested (unlike in previous related
studies) by means of a meticulous comparison with the results
obtained by integrating the space-time equations of the SOA
full model. Remarkably, owing to their inherent simplicity, the
coupled-mode equations imply computational costs by orders
of magnitude smaller that those required by the space-time
equations, thus enabling the efficient characterization of multi-
wave mixing in SOA structures, which would be otherwise
highly impractical. We then apply the derived coupled-mode
equations to studying the operation of a recently demonstrated
dual-pumped PSA based on an integrated QW SOA [11]. We
prove the results to be consistent with the experimental data,
and confirm the excellent agreement with the results obtained
by using the full SOA model.

II. COUPLED-MODE EQUATIONS FOR MULTI-WAVELENGTH

PROPAGATION INSOAS

We denote byEpz, tq the slowly-varying complex envelope
of the electric field propagating in the SOA in the temporal
reference frame that accommodates the field group velocity
vg, corresponding to the real field

Epz, tq “ Re

„

E

ˆ

z, t ´ z

vg

˙

e´irω0t´βpω0qzs



, (1)

with ω0 being the optical frequency. The field envelopeE
is normalized so that that|E|2 is the optical power flowing
through the transverse waveguide section. It is related to the
photon fluxP in photons per unit time and area through the
relation

|E|2 “ ~ω0SmodP, (2)

whereSmod “ S{Γ is the modal area of the waveguide, withS
denoting the effective SOA area andΓ the optical confinement
factor. The evolution ofEpz, tq along the SOA is governed by
the familiar equation

BE
Bz “ 1

2
rp1 ´ iαqΓĝ ´ αintsE ` iβ̂E ` rsp, (3)

whereα is the Henry factor,αint is the SOA internal loss
coefficient, andrsp is the spontaneous emission noise term.
By ĝ and β̂ we denote the material gain operator and the
wavenumber operator. The operator formalism allows us to

1We consider here only the nonlinearity that comes from carrier modulation,
neglecting ultrafast nonlinearity arising from carrier heating, two photon
absorption and spectral hole burning. This choice has been motivated to
keep the analysis simple, and also because we are interested to cases where
nonlinearity is large enough to be used in all-optical processing applications
or to be an issue in applications where linearity is sought for. In these cases,
the frequency detuning does not exceed a few tens of gigahertz, and in
this detuning range the nonlinear modulation is mostly caused by carriers.
The inclusion of ultrafast processes, however, does not pose any conceptual
difficulties, and can be done along the lines of ref. [14] assuming that the
gain depends on quantities other than carrier density, like e.g. the carrier
temperature for carrier heating, or the energy-resolved population of carriers
for spectral hole burning, and assuming linear decay process of these quantities
towards their steady state values.
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conveniently accommodate the frequency dependence of the
gain as well as the waveguide dispersion to any order. Within
this formalism the two operators can be expressed as

ĝ “
8
ÿ

m“0

1

n!

BngpN,ω0q
Bωn

0

ˆ

i
B
Bt

˙n

(4)

β̂ “
8
ÿ

m“2

1

n!

dnβpω0q
dωn

0

ˆ

i
B
Bt

˙n

, (5)

wheregpN,ωq is the gain coefficient expressed as a function
of the carrier densityN and the optical frequencyω, and
βpωq is the frequency-dependent field propagation constant.
The expressions for̂g andβ̂ in Eqs. (4) and (5) are obtained by
expandinggpN,ωq andβpωq around the carrier frequencyω0.
The fact that the sum in Eq. (5) starts fromn “ 2 is consistent
with the definition of Epz, tq in Eq. (1), which already
accounts for the effect ofβpω0q anddβpω0q{dω0 “ 1{vg.

The spontaneous emission noise termrsp is modeled as
a zero-mean, complex phase independent random process. It
depends explicitly on the carrier density, besides time and
space, i.e.rsp “ rsppN, t; zq. Its correlation function is

E
“

r˚
sppN, t; zqrsppN, t1; z1q

‰

“ ~ω0R
1
sppN, t ´ t1qδpz ´ z1q,

(6)
where by the symbolE we denote ensemble averaging. Here
the term δpz ´ z1q accounts for the fact that different lon-
gitudinal waveguide sections provide statistically independent
contributions to the noise term, and

R1
sppN, t1 ´ tq “

ż

e´ipω´ω0qpt1´tqnsppN,ωqΓgpN,ωqdω
2π

,

(7)
is the spontaneous emission rate into the waveguide mode
and in the field propagation direction, withnsp denoting
the population inversion factor. Spontaneous emission is a
small perturbation of the propagating field, so that we may
safely replaceN with its temporal average, thus neglecting
the effect of its small fluctuations around this value. Within
this approximation the process of spontaneous emission can
be modeled as a stationary process in time.

The equation for the carrier density is

BN
Bt “ RJ ´ Rsp ´ Rnr ´ Rst (8)

where

RJ “ JwaL

V
“ J

ed
, (9)

is the carrier injection rate into the active volumeV “ SL “
wadL, wherewa is the active region width,L is the active
region length, andd is the active region thickness. The term
RsppNq is the recombination rate associated to spontaneous
emission, and its well approximated by the quadratic ex-
pressionRsppNq “ BN2. By RnrpNq we denote the non-
radiative recombination rate, which we express asRnrpNq “
AN`CN3, where the linear contributionAN is mostly due to
defect-induced recombination, and the cubic contributionCN3

to Auger recombination2. As for the stimulated recombination,
under the assumption that each stimulated emission process
corresponds to the emission of one photon and the annihilation
of one carrier, the stimulated recombination rateRst (which
also accounts for spontaneous emission within the waveguide
mode) is related to the photon fluxP through

RstSdz “ Smod rP pz ` dzq ´ P pzqs ùñ Rst “ 1

Γ

BP
Bz .

(10)
By combining the various mechanisms, Eq. (8) becomes

BN
Bt “ ´RpNq ` J

ed
´ 1

~ω0S

B|E|2
Bz , (11)

where byRpNq we denote the familiar recombination rate3

RpNq “ AN ` BN2 ` CN3. (12)

By expanding the derivativeB|E|2{Bz and using Eq. (3), Eq.
(11) assumes the form

BN
Bt “ ´RpNq ` J

ed
´ 1

~ω0S
Re rE˚p1 ´ iαqΓĝEs , (13)

where we used the fact that̂β is a Hermitian operator, and
hence it does not contribute toB|E|2{Bz. The last term
at the right-hand side of Eq. (13) reduces to the familiar
form Γg|E|2{~ω0S if the gain coefficient is assumed to be
frequency independent. In Eq. (13), we neglected the rate
of carrier depletion associated to the photons spontaneously
emitted in the guided mode, i.e. the termR1

sppN, 0q that
comes fromB|E|2{Bz of Eq. (11), because this term is small
compared the carrier depletion rate caused by the photons
spontaneously emitted over all spatial modesBN2, which is
part ofRpNq.

We note that Eqs. (3) and (13) can be generalized so as to
include the field polarization in the analysis. While this task
is rather straightforward and does not involve any conceptual
challenge, we intentionally ignore polarization-related issues
in order to keep the focus on the main objective of this work,
which is the study of multi-wavelength propagation.

We express the multi-wavelength electric field and the
carrier density as follows,

Epz, tq “
ÿ

k

Ekpzqe´ikΩt (14)

Npz, tq “ N0pzq `
ÿ

k

∆Nkpzqe´ikΩt, (15)

where the coefficients∆Nk must satisfy the equality
∆N´kpzq “ ∆N˚

k pzq for Npz, tq to be real. The term

2We note that, while the resulting cubic polynomial expressionAN `
BN2 ` CN3 has been shown to fit very well the experimental data in
most cases [6], the one-to-one correspondence between the three terms of the
polynomial and the three recombination mechanisms is not always as neat
as is illustrated in the main text. For instance, in the case of non-parabolic
bands (the normal case), radiative recombination is also non-parabolic and is
best modeled with a bit of linear component; carrier leakage (due to finite
QW barriers) has an exponential dependence and requires a polynomial fit,
affecting the numerical values ofA, B, andC.

3This expression ofRpNq is widely established and is given here for
consistency with previous studies. We stress, however, that the analysis that
follows does not make use of it explicitly, and rather applies to arbitrary
expressions ofRpNq.
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N0pzq ` ∆N0pzq is the z-dependent time-independent value
of the carrier density that characterizes the system when it
achieves its stationary state, andN0pzq is defined as the
solution of

J

ed
“ RpN0q ` Γ

~ω0S

ÿ

k

gpN0, ωkq|Ek|2. (16)

For values of the frequency spacingΩ{2π that exceed the SOA
modulation bandwidth, the temporal fluctuations ofNpz, tq
around its stationary value are filtered by the carrier dynamics
and hence they can be treated within a perturbation approach.
A consequence of this situation is that the deviation∆N0pzq
of the stationary carrier density value fromN0pzq is also
a perturbation, and is small compared toN0pzq. In this
framework, all carrier-density dependent quantities that appear
in Eqs. (3) and (13) can thus be expanded to first order with
respect to∆N “ N ´ N0, namely

RpNq “ RpN0q ` ∆N

τpN0q (17)

gpN,ωq “ gpN0, ωq ` gN pN0, ωq∆N, (18)

where by the subscriptN we denote differentiation with
respect toN . The quantity

τpN0q “ RN pN0q´1 “
«

dRpNq
dN

ˇ

ˇ

ˇ

ˇ

N“N0

ff´1

, (19)

is the spontaneous carrier lifetime, and

gN pN0, ωq “ BgpN,ωq
BN

ˇ

ˇ

ˇ

ˇ

N“N0

, (20)

is the differential gain. We stress thatthese are z-dependent
quantities, owing to the fact thatN0 “ N0pzq, and hence their
values evolve along the SOA. We also notice that the effective
carrier lifetime governing the dynamics of carrier modulation
around the steady state value is thedifferential carrier lifetime
τpN0q given in Eq. (19) and also introduced in [15], and
not the total carrier lifetime τcpN0q “ N0{RpN0q used in
Refs. 7 and 8. The difference between these two quantities
is approximately a factor of2 when the radiative bimolecular
recombinationBN2 is the dominant contribution toRpNq,
or 3 when the Auger recombinationCN3 is dominant. By
inserting Eqs. (17) and (18) into Eq. (3) and Eq. (13) we
obtain

BE
Bz “ 1

2
rp1 ´ iαqΓpĝ0 ` ∆NĝN q ´ αintsE ` iβ̂E ` r, (21)

and

B∆N

Bt “ ´ ∆N

τpN0q ´
„

RpN0q ´ J

ed



´Re rE˚p1 ´ iαqΓĝ0Es
~ω0S

´∆N
Re rE˚p1 ´ iαqΓĝNEs

~ω0S
, (22)

where the operatorŝg0 and ĝN are defined as in Eq. (4), pro-
vided thatgpN,ωq is replaced withgpN0, ωq andgNpN0, ωq,
respectively.

The evolution equation for the electric field coefficientEk

is obtained by inserting the expression of the field (14) in Eq.
(21) and by equating the coefficient of the termexpp´ikΩtq
at the two sides of the resulting equation. As a result, one
finds

dEk

dz
“

„

1

2
p1 ´ iαqΓgpN0, ωkq ´ αint ` iβpωkq



Ek

`1

2
p1 ´ iαq

ÿ

n

∆Nk´nΓgN pN0, ωnqEn ` rk,

(23)

where we used̂g0E “ ř

k gpN0, ωkqEk expp´ikΩtq and
ĝNE “ ř

k gNpN0, ωkqEk expp´ikΩtq, with ωk “ ω0 ` kΩ.
The noise termrk is defined by

rkpN ; zq “
ż

dteikΩtrsppN, t; zq, (24)

has zero meanxrkpN ; zqy “ 0, and its variance follows from

xr˚
k pN ; zqrhpN ; z1qy “ δpz ´ z1q~ω0

ˆ
ż

dt

ż

dt1 expriΩpkt1 ´ htqsR1
sppN, t1 ´ tq. (25)

Using the stationarity ofR1
sp, we may express the above as

xr˚
k pN ; zqrhpN ; z1qy “ δk,hδpz ´ z1q~ω0

ˆnsppN,ω0 ` kΩqΓgpN,ω0 ` kΩq. (26)

The termsrkpN ; z1q, k “ 0, ˘1, ˘2 . . . are therefore a
set of independent-phase, spatially-uncorrelated noise terms,
which can be modeled as differentials of independent Wiener
processes. At this point we can recast Eq. (23) in the following
compact form

d ~E

dz
“

„

1

2
p1 ´ iαqΓpG ` Hq ´ αintI ` ib



~E ` ~r, (27)

where ~E and ~r are column vectors constructed by stack-
ing the electric field coefficientsEk and the noise pro-
jections rk one on top of another, respectively, withE0

and r0 occupying the central position, namely~E “
r. . . E2, E1, E0, E´1, E´2 . . .st, and the same for~r (the
superscriptt stands for “transposed”). The vector~E and
~r are of course infinite-dimensional, and so are the square
matricesG, H andb. Consistently with the definition of~E,
we use positive and negative indices to identify the elements
of these matrices, with thep0, 0q element occupying the
central position. In particular,G andb are diagonal matrices
whose pk, kq elements are equal toGk,k “ gpN0, ωkq and
bk,k “ βpωkq´βpω0q´kΩdβpω0q{dω0, respectively, whereas
the pk, nq element ofH is Hk,n “ ∆Nk´ngNpN0, ωnq. By I

we denote the identity matrix (regardless of its dimensions).
We now proceed to the extraction of the carrier den-

sity coefficients∆Nk by equating the terms proportional to
expp´ikΩtq at the two sides of Eq. (22), when the expression
of ∆N in Eq. (15) is inserted in it. After some straightforward
algebra, involving the use of Eq. (16), one obtains

p1 ´ ikτΩq∆Nk “ ´
ÿ

h

∆Nhpk,h ` Nk. (28)
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where

Nk “ ´τpN0qRpN0qp1 ´ δk,0q

ˆ
ÿ

n

„ p1 ´ iαqEn`kE
˚
n

PstimpN0, ωn`kq ` p1 ` iαqEn`kE
˚
n

PstimpN0, ωnq



,(29)

pk,h “
ÿ

n

„ p1 ´ iαqEn`k´hE
˚
n

PsatpN0, ωn`k´hq ` p1 ` iαqEn`k´hE
˚
n

PsatpN0, ωnq



.

(30)
The quantity

PsatpN0, ωq “ ~ω0S

τpN0qΓgN pN0, ωq , (31)

is the familiar saturation power, although its definition ac-
counts for the frequency dependence of the gain coefficient
explicitly, and

PstimpN0, ωq “ RpN0q ~ω0S

ΓgpN0, ωq . (32)

is the power value above which carrier depletion is dominated
by stimulated emission. We hence refer toPstim as tostimu-
lated power. Equation (28) can be conveniently recast in the
following compact form

pI ´ iτΩk ` pq∆ ~N “ ~N (33)

where the pk, hq element of the matrixp is equal to
pk,h, and k is a diagonal matrix with diagonal elements
κk,k “ k. The column vectors∆ ~N and ~N are con-
structed (like the field vector~E) by stacking the coeffi-
cients ∆Nk and Nk one on top of another, respectively,
namely, ∆ ~N “ r. . . , ∆N1, ∆N0, ∆N´1, . . .st and ~N “
r. . . , N1, 0, N´1, . . .st. The coefficientsN0 and ∆Nk are
hence obtained for a given electric field state by solving
Eqs. (16) and (33). These are the most general coupled-mode
equations accounting for any functional dependence of the
recombination rate and material optical gain on carrier density,
as well as for the frequency dependence of the gain and
waveguide dispersion.

III. I MPLEMENTATION OF THE COUPLED-MODE EQUATION

MODEL IN REALISTIC SOA STRUCTURES

As is customarily done in most studies of practical rel-
evance, where the waveguide dispersion and the frequency
dependence of the gain coefficient have been shown to play a
minor role, in this section we neglect chromatic dispersion,
as well as higher-order dispersion, and assume frequency-
independent gain. With this simplification the matricesG,
H, andp become frequency-independent and assume a very
convenient form, as is shown in what follows. We also neglect
the presence of spontaneous emission noise terms, whose
implications on the SOA performance, chiefly on the SOA
noise figure, will be the subject of future work.

The multi-wavelength propagation model introduced in the
previous section involves an infinite number of coefficientsEk

and∆Nk, a situation that is obviously incompatible with its
implementation in any numerical platform. However, as will
be shown in the next section, high-order coefficients (namely
Ek and ∆Nk coefficients with large values of|k|) provide

a negligible contribution to the solution of Eqs. (16), (27),
and (33), and hence they can be omitted by truncating the
vectors ~E and ∆ ~N . The truncation of~E and ∆ ~N requires
of course that all matrices involved in Eqs. (27) and (33) be
also truncated accordingly. In what follows we provide explicit
expressions for those matrices and discuss the procedure that
allows the efficient computation of~E and∆ ~N .

The truncation procedure of the infinite set of equations
(27) can be performed in a number of ways. One possible
approach is assuming thatEkpzq “ 0 for |k| ą M . HereM
is an integer number that can be determined self consistently
by checking that the integration of the equations forM Ñ
M`1 yields indistinguishable results. This assumption implies
∆Nkpzq “ 0 for |k| ą 2M , owing to the absence of beat
terms at frequency offsets larger than2MΩ. A simpler yet
equally accurate approach is to assume that the carrier density
coefficients∆Nkpzq are also zero at frequency offsets greater
than MΩ. Here we adopt the latter approach, within which
Eqs. (14) and (15) specialize to

Epz, tq “
M
ÿ

k“´M

Ekpzqe´ikΩt (34)

Npz, tq “ N0pzq `
M
ÿ

k“´M

∆Nkpzqe´ikΩt. (35)

Accordingly, the field vector~E and carrier density modulation
vector ∆ ~N , consist ofp2M ` 1q components. MatricesG
andH in Eq. (27) becomep2M ` 1q ˆ p2M ` 1q matrices.
In particular, owing to the assumption of frequency-flat gain,
one can readily verify the equalitiesG “ gpN0qI, and
H “ gNpN0qTp∆ ~N q, where byT2M`1p∆Nkq we denote a
Hermitian-symmetric Toeplitz matrix [16]. Below we give the
expression ofT2M`1p∆Nkq in the caseM “ 2 for illustration
purposes,

T5p∆Nkq “

»

—

—

—

—

–

∆N0 ∆N1 ∆N2 0 0

∆N˚
1 ∆N0 ∆N1 ∆N2 0

∆N˚
2 ∆N˚

1 ∆N0 ∆N1 ∆N2

0 ∆N˚
2 ∆N˚

1 ∆N0 ∆N1

0 0 ∆N˚
2 ∆N˚

1 ∆N0

fi

ffi

ffi

ffi

ffi

fl

.

(36)
The neglect of the waveguide dispersion yieldsb “ 0, and
hence Eq. (27) simplifies to

d ~E

dz
“

„ p1 ´ iαqgpN0q ´ αint

2
I ` T2M`1p∆Nkq



~E, (37)

whereN0 is the solution of

J

ed
“ RpN0q

«

1 ` | ~E|2
τPstimpN0q

ff

, (38)

PstimpN0q “ RpN0q ~ω0S

ΓgpN0q . (39)

The expression for the carrier density modulation vector∆ ~N
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TABLE I
SOA PARAMETERS

Description Value Units

Linear recombination coefficientA 0 s´1

Bimolecular recombination coefficientB 0.3 ˆ 10´10 cm3{s
Auger coefficientC 3.3 ˆ 10´29 cm6{s
Optical confinement factorΓ 10%
Linewidth enhancement factorα 5
Optical wavelengthλ0 1561 nm
Group velocity vg 8.33 ¨ 109 cm/s
Active region widthwa 2ˆ10´4 cm
Active region ticknessd 65̂ 10´7 cm
Active region lengthL 0.1 cm
Gain coefficient g0 1800 cm´1

Transparency carrier densityNtr 2ˆ1018 cm´3

SOA internal lossαint 5 cm´1

Injection current densityJ 3.4̂ 103 A{cm2

Frequency spacingΩ{2π 8.6 GHz

simplifies to

∆ ~N “ ´ τRpN0q
PstimpN0q

„

I ´ τΩk ` T2M`1pCkq
PsatpN0q

´1

~C

(40)

PsatpN0q “ ~ω0S

τpN0qΓgN pN0q (41)

whereCk is the discrete autocorrelation function of~E, namely

Ck “
M
ÿ

n“´M

En`kE
˚
n , (42)

where we assumeEn “ 0 for |n| ą M . The expression of~C
in the caseM “ 2 is

~C “ rC2, C1, C0, C
˚
1 , C

˚
2 st, (43)

and that ofT5pCkq is

T5pCkq “

»

—

—

—

—

–

C0 C1 C2 C3 C4

C˚
1 C0 C1 C2 C3

C˚
2 C˚

1 C0 C1 C2

C˚
1 C˚

2 C˚
1 C0 C1

C˚
2 C˚

1 C˚
2 C˚

1 C0

fi

ffi

ffi

ffi

ffi

fl

, (44)

where we usedC´k “ C˚
k , as can be readily verified by

inspecting Eq. (42).
The numerical integration of the coupled-equations involves

a three-step procedure for the transition fromz to z`∆z, given
the field vector~Epzq. These are:

1) Find the value ofN0pzq by solving Eq. (38);
2) Extract the carrier density vector∆ ~Npzq as in Eq. (40);
3) Evaluate the field vector~Epz`∆zq by solving Eq. (37)

from z to z`∆z while using the values ofN0 and∆Nk

obtained in steps 1 and 2, according to

~Epz ` ∆zq “ exp

" p1 ´ iαqgrN0pzqs ´ αint

2
∆z

*

exp tT2M`1r∆Nkpzqs∆zu ~Epzq (45)

A. Model validation

In this section we test the accuracy of the proposed multi-
wavelength propagation model against the results obtained
by integrating the full model’ space-time equations (3) and
(13). To this end we consider a QW SOA, characterized by
the following logarithmic functional dependence of the gain
coefficient on carrier density [6]

gpNq “ g0 log

ˆ

N

Ntr

˙

, (46)

where g0 is a gain parameter andNtr is the carrier density
required for transparency.4 The expansion of the gain function
is in this casegpNq » gpN0q ` gNpN0q∆N , with

gpN0q “ g0 log

ˆ

N0

Ntr

˙

, gNpN0q “ g0

N0

. (47)

The physical and operational parameters of the SOA are
listed in Table I (we note that the SOA is operated with the
injection current densityJ “ 8.5Jtr, whereJtr “ edpANtr `
BN2

tr ` CN3
trq is the injection current density required for

transparency). The SOA is injected with a three-wavelength
optical signal characterized by the complex envelope

Einptq “
a

W1 e
´iΩt `

a

W0 `
a

W´1 e
iΩt (48)

with W1 “ W´1 “ ´2dBm, and W0 “ ´7dBm. For
this set of parameters we solved the coupled-mode equa-
tions (37), (39), and (40) with the input field vector~Ein “
r¨ ¨ ¨ 0,

?
W1,

?
W0,

a

W´1, 0 ¨ ¨ ¨ st. We used M “ 6 and
checked that larger values ofM yield indistinguishable results.
We then integrated the full model’s equations (3) and (13) with
the procedure described in [17], and extracted the coefficients
Ekpzq from the numerical solutionEnumpz, tq according to

Ekpzq Ø Ω

2π

ż 2π{Ω

t0

Enumpz, tqeikΩtdt, (49)

where byt0 we denote any time at which the system achieved
its stationary state. The results are shown in Fig. 1. In the
top panel we plot by solid curves the intensities of the
coefficientsEkpzq versus the normalized propagation distance
z{L for values ofk ranging betweenk “ ´4 and k “ 4.
By circles we plot the results obtained with the full model.
The excellent accuracy of the coupled-mode model is self-
evident. Interestingly, the figure shows that the coupled-
mode model is accurate in describing the formation of four-
wave mixing components that eventually (at the SOA output)
exceed some of the input components. The lower panel of
the same figure shows the corresponding phases of the field
coefficientsEk (more precisely the solid curves are the plot
of Phase rEkpzqs ` kΩz{vg, where the second term accounts
for the fact that the coefficientsEkpzq characterize the field
envelope in the time reference delayed byz{vg).

In Fig. 2 we illustrate the dependence of the coupled-mode
model’s results on the number of field coefficients that are
considered. In the top panel we plot the output intensities

4Of course, the use of different functional forms ofgpNq, for instance the
more accurate three parameter expressiongpNq “ g0 lnrpN ` Nsq{pNtr `
Nsqs also reported in [6], is fully equivalent in terms of model complexity.
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Fig. 1. Intensity (top panel) and phase (bottom panel) of the fieldcomponents
Ek versus normalized propagation distancez{L for the displayed values of
k and for the SOA parameters’ values in Table I. Solid curves refer to the
coupled-mode model, while circles were obtained by solving the space-time
equations of the full model.

|EkpLq|2 evaluated by solving the coupled-mode equations for
increasing values ofM , with each curve corresponding to a
different value ofk. Since the accounting for the frequency
componentEk dictates thatM ě |k|, the curve referring
to Ek originates atM “ |k|. The plot shows that in the
numerical example considered here the results of the coupled-
mode equations for the componentEk become accurate (that
is, the corresponding curve in the figure becomes flat) forM

exceeding|k| by a one or two units. However, it should be
pointed out that the convergence to the correct result is affected
by the specific SOA parameters’ value and may be slower. This
is shown in the lower panel of the Fig. 2, where the same
curves plotted in the top panel are re-calculated by increasing
the SOA optical confinement factor from 10% to 20% and by
leaving the other SOA parameters unchanged. In this example,
it can be seen that usingM ă 6 may yield an error in the
calculation of|E1pLq|2 up to a factor of 100.

IV. A PPLICATION OF THE MODEL: DUAL -PUMPED

SOA-BASED PHASE-SENSITIVE AMPLIFIER

In this section we apply the coupled-mode model to the
study of the dual-pumped SOA-based PSA presented in [11],
[12]. The goal of this exercise is two-folded. On the one
hand we aim to show that the phase-sensitive gain value
obtained with the coupled-mode model assuming realistic
SOA parameters is consistent with the experimentally obtained
value. On the other hand, we show explicitly that by restricting
the coupled-mode model to the pump and signal components
only, as is sometimes done [18], yields significantly incorrect
results when a realistic dependence of the amplifier gain on
carrier density is used.

The waveform at the input of a PSA of the kind considered
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Fig. 2. Intensities of field componentsEk at the SOA output|EkpLq|2, as
obtained by using the coupled-mode model, for increasing values ofM . Each
curve corresponds to a specific value ofk and hence it originates at|k| “ M .
The top panel refers to the set of parameters listed in Table I and used in Fig.
1, whereas in the bottom panel the optical confinement factor was increased
from 10% to 20%.

here can be expressed as

Einptq “ eiφ1

a

W1e
´iΩt ` eiφ0

a

W0 ` eiφ´1

a

W´1e
iΩt

(50)
where byW1 andW´1 we denote the optical powers of the
two pumps and byφ1 andφ´1 their absolute phases. The field
component at the central frequency represent the input signal
component. By removing in all components the immaterial
average phase of the two pumpsφc “ pφ1 ` φ´1q{2, and
denoting byφs “ φ0 ´ φc the input signal phase relative to
φc, the input field envelope can be expressed as

Einptq “ eiφp

a

W1e
´iΩt ` eiφs

a

W0 ` e´iφp

a

W´1e
iΩt,

(51)
whereφp “ pφ1´φ´1q{2. We further note that the effect ofφp

is limited to introducing an immaterial time shifttp “ φp{Ω,
and hence it can be safely set toφp “ 0. We therefore solve
the space-time equations using the following input waveform,

Einptq “
a

WP1
e´iΩt ` eiφs

a

Ws `
a

WP2
eiΩt, (52)

and the coupled-mode equations with the input field vector

~Ein “ r¨ ¨ ¨ , 0
a

WP1
, eiφs

a

Ws,
a

WP2
, 0, ¨ ¨ ¨ st. (53)

The key quantity that characterizes the performance of the
PSA under scrutiny is the dependence of the signal gain on the
phaseφs. In Fig. (3) we plot the gainGspφsq “ |EspLq|2{Ws

(in decibels) as a function ofφs, where in the case of the
full model the termEspLq is extracted from the numerical
solutionEnumpL, tq according to Eq. (49) withz “ L. The
SOA parameters used in the numerical example are those given
in Table I. The input pump powers were set toWP1

“ WP2
“

´2dBm, and the input signal power to the much smaller value
Ws “ ´22dBm. The solid curve is obtained by integrating the
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Fig. 3. Dual-pumped SOA-based PSA’s gain versus the relative phaseof
the input signalφs introduced in Eq. (52). The SOA parameters used in the
numerical computation are those given in Table I, the input pump powers
were set toWP1

“ WP2
“ ´2dBm, and the input signal power toWs “

´22dBm. The solid curve refers to the coupled-mode model withM “ 4

(larger values ofM yield indistinguishable results), while the circles were
obtained by integrating the space-time equations of the full model. The dashed
curve shows the results obtained with the coupled-mode model by propagating
only the pump and signal components, namely by settingM “ 1.

coupled-mode model withM “ 4, whereas the circles refer
to the space-time model. The excellent agreement between
the coupled-mode model and the space-time model, like in
the previous section, is self-evident. The thin dashed curve in
Fig. 3 shows the result obtained with the coupled-mode model
by including only the pump and signal field components, that
is by usingM “ 1. The plot shows that the neglect of high-
order four-wave mixing products yields higher gain values and
a lower phase dependent gain.

Figure 4 depicts the schematic of the signal-degenerate dual
pump PSA used in the experiment [11], [12]. The coherent
incident light waves, which consist of two pumps and one
signal, are here generated based on external modulation and
then are coupled into a PSA chip. On the chip, the input
light waves are split into three paths via a 1 by 3 multimode
interference (MMI) coupler. Along the upper and lower paths,
there are two tunable Sampled-Grating Distributed-Bragg-
Reflector (SG-DBR) lasers [19], each of which is injection
locked by opposite modulation side-band pumps. Therefore,
each SG-DBR laser selectively amplifies the corresponding
pump and suppresses the other one as well as the signal.
Signal suppression due to injection locking is necessary to
avoid on-chip signal-interference-induced signal power change
which otherwise could be misinterpreted as the result of PSA.
After further being amplified by a downstream SOA, the pump
is filtered by an asymmetric Mach-Zehnder interferometer
(AMZI) to remove the residual signal and the noise falling in
the signal’s spectrum, which avoids signal interference among
three paths and enables the signal to be shot-noise limited.

Along the middle path, there is a phase tuner to phase
shift the signal based on carrier plasma effects; therefore,
the adjustable and stable phase relationship among the signal
and two pumps can be achieved for observing the PSA-based
signal power variation as a function of the signal’s phase.
Please note that, although there are two pumps along the
middle path, their powers are much smaller than those along
the other two paths so that the pump waves along the middle
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Fig. 4. Schematic of the signal-degenerate dual-pumped PSA and mask
layout.

path and the pump wave interference are negligible. The light
waves along three paths are combined together and split again
by a 3-by-3 MMI coupler to a nonlinear-SOA (NL-SOA)
where phase-sensitive amplification occurs, a long passive
waveguide (WG) as a reference port, and a tap to monitor
the input light waves to the NL-SOA.

In the experiment, the total input power to the NL-SOA was
about ´1dBm, which was high enough to saturate the NL-
SOA because the NL-SOA started saturation at´9dBm input
power. Once the SOA was saturated, the spontaneous emission
noise and PIA were suppressed. The injection current to the
NL-SOA was set to be 90 mA.

To specifically demonstrate and evaluate the PSA, the
measured signal power at the output of the SOA with respect
to the square root of the phase tuner current was measured,
which is shown in Fig. 5. The abscissa variable is set to be the
square root of the phase tuner current because the signal power
after PSA varies with the signal phase, which is known to vary
linearly with the square root of the phase tuner current. For
comparison, the signal power without injection locking and
the relative phase change of the signal were measured, which
are shown in Fig. 5 as well. The relative phase of the signal
was obtained by using a vector network analyzer to compare
the phase of the beat note between the signal and one sideband
and the phase of the RF signal applied to the external intensity
modulator. The beat note was generated by heterodyning the
signal and only one pump wave at the output of the tap port
at a photodetector. The other pump wave was suppressed by
turning off the corresponding SG-DBR laser.

As can be seen from 5, when injection locking was inactive
and two lasers were in free-running modes, there was no PSA
due to random phase drifting among the pumps and the signal
waves. Once the injection locking was enabled, however, there
was no obvious PSA or phase change of the signal until after
the current was larger than 1 mA. Such a delay in phase
shift commonly occurs in tunable SG-DBR lasers and could
be caused by an N+ sheet charge that exists at the regrowth
interface due to surface contamination. As the current was
further increased, these traps are filled and phase-dependent
signal gain appeared. Overall, one square root of the current
gives oneπ phase shift to the signal and one period oscillation
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Fig. 5. Measured relationship among the signal power, the signalphase and
the square root of the current applied to the phase tuner (see refs. [12], [12]).

to the signal. Clearly, such a signal power oscillation over one
π instead of2π phase indicates that the signal power change
was caused by the PSA instead of the signal interference. The
measured signal power curve shows that approximate 6.3 dB
extinction of phase-sensitive on-chip gain was achieved. This
value is in full agreement with the results of the coupled-mode
model shown in Fig. 3. The linear gain that the model predicts
for the simulated device is about 60dB, which is also consistent
with the measured value of about 50dB [12], where the 10dB
difference can be attributed to gain compression induced by
ASE and to thermal effects within the waveguide. The values
of g0 and of the coefficientsA, B and C has been chosen
as the typical parameters for the InP/InGaAsP MQW active
region of the SOA used in the experiment [6]. These values
have been shown to reproduce the measured static gain-current
characteristic of the NL-SOA under test.

V. CONCLUSIONS

To conclude, we derived a couple-mode model for multi-
wave mixing in SOAs characterized by arbitrary functional
dependencies of the recombination rate and material gain on
carrier density. The model takes into account the frequency
dependence of the material gain, as well as all orders of
the waveguide dispersion, and accommodates input fields
consisting of arbitrary combinations of multiple frequency
components. We showed that the conventional approach as-
suming a limited number of generated four-wave mixing
components gives inaccurate results when two waveforms of
similar intensities are injected into the SOA. In this case, our
model gives highly accurate results if a sufficient number of
generated components are taken into account, as we showed
by direct comparison with full time-domain simulations. We
applied the coupled-mode model to studying the operation
of a recently demonstrated dual-pumped PSA based on an
integrated QW SOA [11], and showed that the outcome of the
model is consistent with the experimental results.
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 
Abstract—For the first time, a monolithically integrated 

photonic phase-sensitive amplification chip is fabricated and 
demonstrated based on an InP/InGaAsP platform. Different 
semiconductor optical amplifiers have been fabricated as well for 
characterization. On the chip, two tunable laser pumps that are 
coherently injection-locked, respectively, from two first-order 
sidebands of an externally modulated tone are generated to enable 
signal-degenerate dual-pumped phase-sensitive amplification in a 
saturated semiconductor optical amplifier. Experiments on 
different chips are conducted to successfully demonstrate 
phase-sensitive amplification with approximately 6.3 dB and 7.8 
dB extinction of phase-sensitive on-chip gain. Theoretical 
simulations are performed and agree well with experimental 
results. The additive noise properties of the phase-sensitive 
amplification chip are also investigated. 
 

Index Terms—Phase sensitive amplifier, semiconductor optical 
amplifier, photonic integrated circuit, four-wave mixing 
 

I. INTRODUCTION 
PTICALphase-sensitive amplifiers (PSAs) have been 
attracting increasing attention [1,2]due to unique 
advantages that enable them to break the 3-dB quantum 

limit of the noise figure (NF)[3], as well as achieve the phase 
regeneration to reduce phase and time jitters in optical 
transmission links [4-6]. Unlike a conventional 
phase-insensitive amplifier (PIA) such as an erbium-doped 
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fiber amplifier (EDFA), featuring an inherent minimum NF of 
3-dB [7], a PSA is capable of amplifying only one of the two 
quadrature phase components in a light wave signal and 
attenuating the other. This unique feature makes it possible in 
theory to realize noise free amplification, leading to a NF of 0 
dB, which can find numerous applications where noise levels 
are critical, such as optical telecommunication, remote sensing, 
optical spectroscopy, LIDAR and inter-satellite communication. 
Various PSAs have been demonstrated by using parametric 
down-conversion in χ(2)-based nonlinear materials[8, 9], such 
as periodically poled LiNbO3 (PPLN) waveguides and 
nonlinear optical loop mirrors (NOLMs) [10], or using 
four-wave mixing (FWM) in χ(3)-based nonlinear media like 
optical fibers [2] and unsaturated semiconductor optical 
amplifiers (SOAs) [11]. New CMOS-compatible platforms are 
also emerging [12]. 

Among all demonstrated PSAs so far, their implementations 
are based on free-space bulk-crystal system or bench-top fiber 
systems, which makes it difficult to use them in practical 
scenarios. One of the challenges in realizing a practical PSA is 
that at input port of the PSA the phase relationship between the 
pump(s) and the signal must be synchronized and stabilized. 
Some solutions to synchronization of the pump and signal 
phases have been developed via pump injection locking [13] 
and optical phase-locked loop [14], which usually increase the 
complexity of the system and make it more unsuitable for use in 
a real application. In addition, other issues in terms of size, 
weight, power consumption and coupling losses also restrict the 
bench-top PSA’s commercial allure. In order to solve this issue, 
photonic integration is a promising solution and can great 
benefit the implementation of PSAs for practical applications. 
Other than some obvious advantages like small footprint, light 
weight, reduced coupling losses and batch fabrication 
economies, integrated photonic chips can inherently guarantee 
a stable phase relationship among signal and pumps, requiring 
no phase-locking mechanisms, which significantly eases the 
implementation and practical application of PSAs.  

In this paper, based on the implementation of a PSA through 
a dual-pump degenerate FWM process, a chip-scale PSA using 
a saturated SOA as a nonlinear element and different SOAs for 
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characterization have been fabricated and for the first time an 
integrated photonic PSA chip has been experimentally 
demonstrated. The chip and SOAs fabrication is based on an 
InP/InGaAsP centered quantum well (CQW) platform. On the 
chip, two tunable laser pumps that are coherently 
injection-locked from sidebands of an external modulated light 
wave are obtained to realize signal-degenerate dual-pumped 
PSA in a highly saturated SOA. A 6.3 dB and a 7.8 dB 
extinction ratio of gain based on different PSA chips are 
realized, which both agree well with simulation results. The 
reduction in signal-to noise ratio  is also estimated based on the 
measured optical spectrum of the light waves before and after 
the PSA.  

II. PROPOSED CHIP-SCALE DUAL-PUMP PSA 
Figure 1 shows the schematic of the degenerate dual pump 

PSA. The coherent incident light waves, which consist of two 
pumps and one signal, are here generated based on external 
modulation and then are coupled into a PSA chip. On the chip, 
the input light waves are split into three paths via a 1 by 3 
multimode interference (MMI) coupler. Along the upper and 
lower paths, there are two tunable Sampled-Grating 
Distributed-Bragg-Reflector (SG-DBR) lasers [15], each of 
which is injection locked by opposite modulation side-band 
pumps. Please note that during external modulation the signal 
which is carrier would be intentionally suppressed by properly 
biasing the modulator so that the pumps have enough power to 
injection lock the two SG-DBR lasers. After being 
injection-locked, each SG-DBR laser which selectively 
amplifies the corresponding pump and suppresses the other one 
as well as the signal behaves as a pump laser. The signal 
suppression in each pump laser the due to injection locking is 
important because such a suppression is helpful for avoiding 
on-chip signal-interference-induced signal power change at the 
input port of the PSA, which otherwise could be misinterpreted 
as the result of PSA. After further being amplified by a 
downstream SOA, the pump is filtered by an asymmetric 
Mach-Zehnder interferometer (AMZI) to remove the residual 
signal and the noise falling in the signal’s spectrum, which 
avoids signal interference among three paths and enables the 
signal to be shot-noise limited.  

Along the middle path, there is a phase tuner to phase shift 
the signal based on carrier plasma effects; therefore, the 
adjustable and stable phase relationship among the signal and 
two pumps can be achieved for observing the PSA-based signal 
power variation as a function of the signal’s phase. Please note 
that, although there are two pumps along the middle path, their 
powers are much smaller than those along the other two paths 
so that the interference of the pump waves along three paths are 
negligible. The light waves along three paths are combined 
together and split again by a 3-by-3 MMI coupler to a 
nonlinear-SOA (NL-SOA), a long passive waveguide (WG) as 
a reference port, and a tap to monitor the input light waves to 
the NL-SOA. The PSA occurs in the NL-SOA, and the process 
includes two main steps. The first step is generating new signal 
photons. Two pumps and a signal with a stable phase 
relationship are sent to a nonlinear media, in which FWM 

among the light waves is able to generate new signal photos 
with a phase which is the sum of two pumps’ phases minus the 
original signal phase. In the second step, interference of the 
generated signal with original signal modulates the amplitude 
of the combined electrical field of the signal. Therefore, the 
constructive interference amplifies the amplitude of the signal’s 
electrical field; while the destructive interference attenuates the 
signal. In another word, the PSA only maximally amplifies the 
signal when the original signal phase is 0 or π relative to the 
sum of two pumps’ phases (in-phase components), and 
maximally attenuates the signal when its phase is π/2 or 3π/2 
(quadrature components) to the sum of two pumps’ phases. 
Thus, the PSA gain experiences one cycle when the phase of 
the incident signal goes over one π, which is different from the 
transmission curve of a conventional Mach–Zehnder 
interferometer (MZI). Such a π-periodicity of the PSA gain is 
important and can be used to verify the implementation of the 
PSA. Therefore, in our demonstration of the chip-scale PSA, 
the relationship between the input signal phase and the signal 
power after the PSA can be recoded to verify the achievement 
of the PSA. 
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Fig. 1.Proposed schematic of demonstrating a chip scale dual-pump PSA. 

 
One potential concern is that the SOA can be used as a PIA, 

and its PIA gain may interfere with the nonlinear parametric 
process and undermine the PSA. To overcome or minimize this 
issue, the incident power to the NL-SOA is high enough to 
saturate the NL-SOA, which is capable of suppressing the 
amplified spontaneous emission noise. Therefore, the saturated 
NL-SOA can restrict PIA and optimize the FWM [16, 17]. By 
recording the light wave spectrum and the signal power at the 
output of the NL-SOA using an optical spectrum analyzer 
(OSA) when changing the current applied to the phase tuner to 
tune the signal phase, we can evaluate the PSA performance 
and characterize its gain profile. 

III. SOA AND PSA CHIP FABRICATION 
In order to fabricate SOAs for initial characterization and 

monolithically integrate the single-chip dual-pumped PSA 
based on saturated SOA, we chose an InP/InGaAsP centered 
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quantum well (CQW) platform with 10 quantum wells (QWs) 
[18] because such a platform is capable of maximizing the 
mode overlap with the QWs in an SOA, enhancing the 
nonlinearity and maximizing the FWM. 

The fabrication started with a base epi, which includes 
quantum well layers, waveguide layers and N-cladding layer. 
Active and passive areas were defined using quantum 
well-intermixing (QWI) technology [19]. The passive 
waveguide with intermixed quantum wells still confine carriers 
well, which is ideal for low-loss phase tuners. Then, by using 
electron beam lithography and methane/hydrogen/argon 
(MHA)-based RIE etching, the gratings of the SG-DBR laser 
were defined. Following the grating definition, a blanket 
p-cladding and p-contact layer regrowth was carried out using 
metalorganic chemical vapor deposition (MOCVD). After the 
regrowth, waveguides were defined and etched. In order to 
have better heat dissipation and compactness at the same time, 
surface ridge waveguides were used for the straight SG-DBR 
lasers, while more-narrow deeply-etched waveguides were 
used for other components on the chip, which leads to better 
flexibility for waveguide routing and better SOA nonlinear 
efficiency due to a higher confinement factor. Cl2/H2/Ar 
ICP-RIE dry etching as well as InP wet etching was used to 
defined the features. Following the waveguide etching, 
P-contact vias were opened and Pt/Ti/Pt/Au was deposited as 
the P contact metal. To further decrease the passive waveguide 
loss and provide electrical isolation, we implanted protons in 
the p-cladding layer of the passive waveguides. The wafer was 
then thinned down to about 130 μm for ease of cleaving. 
Backside Ti/Pt/Au metallization provided common cathode 
connections to the n-type substrate. After cleaving and 
anti-reflection coating of the waveguide facets, the discrete 
SOAs and the PSA chips were ready for characterization. The 
SOAs and the chip-scale PSA were fabricated on the same 
wafer so that the specifications of the SOAs would be identical 
to those of the SOAs in the PSA chip. The length and width of 
the PSA chip are about 1 mm and 7 mm. 

 

 
(a) 

 
(b) 

Fig. 2.(a)Schematic diagram of the PSA chip; (b)mask layout of the PSA-chip 
for fabrication 

IV. SOA CHARACTERIZATION 
Figure 3 shows all the different SOAs we fabricated. The 

longest SOAs are used to evaluate the dispersion. The 
high-speed SOAs which are the shortest are used to measure 
SOA’s carrier lifetime; while the 1-mm SOAs are used to 
characterize their gain profile. 

2.3-mm SOAs 1-mm SOAsHigh-speed SOAs

 
Fig. 3.Photo of the fabricated SOAs with different lengths. (left) 2.3-mm SOAs 
consisting of three cascaded SOAs with a length of 766 µm; (middle) 
high-speed SOAs with a length of 50, 100 and 150 µm; (right) 1-mm SOAs 
consisting of three identical SOAs with a length of 333µm. 

A. Carrier Lifetime Measurement 
High-speed short SOAs were used to measure the carrier 

lifetime. The setup is shown in Fig. 4, which mainly includes an 
external cavity laser (ECL), an erbium-doped fiber amplifier 
(EDFA), a variable optical attenuator (VOA), a bandpass filter 
(BPF), a high-speed SOA, a photodetector (PD) and an 
electrical spectrum analyzer (ESA). A wavelength from the 
ECL was sent to the SOA through the EDFA, the VOA and the 
BPF which were used to control the input light wave power. To 
measure the SOA’s carrier lifetime, we first measured its 
frequency response. To do so, an RF signal and a bias voltage 
were applied to the SOA via a bias-tee to modulate the light 
wave that was passing through the SOA. The SOA’s output was 
converted by the PD to re-generate the RF frequency which was 
recorded and measured by the ESA. 

 

 
Fig. 4. SOA lifetime measurement setup 
 

The length of the SOA under test is 50 µm, biased with a 
current density of 6.67 kA/cm2. We measured SOA’s frequency 
response given different input power, and then based on its 
3-dB bandwidth, the lifetime could be calculated. We plotted 
the relationship between the carrier lifetime and the input 
power to the SOA, as shown in Fig. 5. As it can be seen, the 
carrier lifetime goes down to 180 µm as the input power 
increases to about 21 mW. 
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Fig. 5.Measured SOA carrier lifetime given different incident light wave 
power. 
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B. Small-Signal Gain Measurement 
We took advantage of a 1-mm SOA consisting of three 

cascaded 333-µm SOAs to characterize its gain profile. The 
setup is shown in Fig. 6. Since the 1-mm SOA has three 
cascaded 333-µm SOAs, the first 333-µm SOA was negatively 
biased as a PD to measure the input power; then it was 
forward-biased as an amplifier to amplify the input light wave. 
The second 333-µm SOA was reverse-biased to detect the 
amplified light wave power at the output of the first 333-µm 
SOA. 

 
Fig. 6. SOA gain measurement setup 
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Fig. 7.Measured linear gain of a 1-mm SOA; 
 

Comparing the measured input power and the power after 
amplification, we can obtain the gain for a 333-µm SOA. 
Changing the forward bias current and the input wavelength, 
and tripling the calculated gain, we can collect gain profiles of 
the 1-mm SOA, which are shown in Fig. 7. Fig. 7 shows the 
relationships between small-signal gain of the SOA and current 
density given different input wavelengths. We can see that the 
small-signal gain goes up as we increase the current density and 
becomes saturated after the current density is higher than 8 
kA/cm2. The transparent current density, given different 
wavelengths, is varied in the range between 1 kA/cm2 and 1.5 
kA/cm2. Fig. 8 shows the relationship between the maximum 
small-signal gain and the incident wavelength when the current 
density is fixed. As we can see from Fig. 8, the peak 
small-signal gain was measured to be about 47.5 dB/mm at a 
wavelength of 1560 nm and a current density of 9 kA/cm2. For 
the PSA experiment, we will choose a proper incident 
wavelength to optimize the gain of the SOAs for the operation 
of the PSA chip. 

Because the PSA-chip is based on a saturated SOA, we need 
to find out the input power level to saturate the SOA. Since the 
length of the NL-SOA on the PSA chip is 1 mm, then we treated 
the 1-mm cascaded SOA as a single SOA, and we applied a 
current density of about 3 kA/cm2 and measured its output 
power as we increased the input power. The result is plotted in 

Fig. 9, showing that the 1-mm SOA would be saturated when 
the input power reaches about -9 dBm. Based on this input 
power level, we chose an incident power of 0 dB or higher to 
the NL-SOA on the PSA chip to ensure that the NL-SOA was 
deeply saturated. 

 

 
Fig. 8.Measured wavelength-dependent small-signal gain profile 
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Fig. 9. Measured output power of the SOA with respect to the input power 

C. Dispersion Measurement 
In the implementation of the PSA based on a long single 

mode fiber or a high nonlinearity fiber, the fiber dispersion can 
play an important role in the PSA effect, reducing the PSA gain 
or gain bandwidth. Similarly, for operating the PSA chip, we 
have to find out the dispersion characteristics of a saturated 
SOA. A method to measure the dispersion has been proposed.  

PD
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Fig. 10. SOA dispersion measurement setup 
 

The setup shown in Fig. 10 consists of a tunable laser source, 
an intensity modulator (IM), a PD and a vector network 
analyzer (VNA). The light wave from the laser was external 
modulated through the IM by an RF signal applied to the IM. 
The RF signal was generated from the VNA. Due to the 
small-signal modulation, the light wave would have two more 
sidebands; and after passing through the SOA, nonlinear phase 
changes were applied to the sidebands and the original carrier 
due to the dispersion of the SOA. The sidebands and the carrier 
were sent to the PD to re-generate the RF signal which was 
recorded by the VNA. Then the nonlinear phase changes 
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introduced by the dispersion could be recovered by the 
comparing the RF phase changes. When we swept the input 
wavelength and recorded the corresponding nonlinear phase 
changes or the RF phase differences, we could calculate the 
dispersion of the SOA. 
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Fig. 11.Comparison of the measured dispersion of a 2-meter SMF and its 
standard dispersion value. 

 
Before measuring the dispersion of the SOA, we need to 

evaluate this setup and prove it is functional. Therefore, we use 
the setup to measure the dispersion of a 2-meter signal mode 
fiber (SMF) and compared the result with the standard 
dispersion result of an ITU G.653 single mode fiber. The input 
wavelength was shifted from 1545 nm to 1575 nm. As we can 
see from Fig. 11, at 1550 nm, the measured result agrees well 
with the standard dispersion value; The dispersion slot is 
different, which could be caused by the facts that the standard 
SMF dispersion is based on a few km meter fiber (averaging 
thousands of different 2-meter SMFs) and the input wavelength 
was not stable and drifting during the experiment. 
 

 
Fig. 12 Measured SOA dispersion curves given different temperatures and 
input powers. 
 

After proving that the setup in Fig. 10 is functional, we 
measured the dispersion of a 2.3-mm SOA given different 
temperature and input power. The input power was set to be 0 
dBm and 10 dBm, which are high enough to saturate the SOA. 
Please note that before each measurement, we removed the 
SOA first and measured the background dispersion including 
the modulator and the 16-meter fiber in the setup. 

The measured dispersion is shown in Fig. 12, as we can see, 
dispersion curves are not flat. When temperature was fixed at 0 
degree Celsius, given a 0-dBm input power, the dispersion is 
flat and close to 0 fs/nm when the wavelength falls in a range 
between 1550 nm to 1570 nm. At a shorter wavelength range 

between 1525 nm to 1545 nm, there is a dispersion notch, and 
the saturated SOA shows a relatively large dispersion of -700 
fs/nm, or -304 fs/nm/mm at a wavelength of 1530 nm. When 
the input power was increased to 10 dBm to further saturate the 
SOA, the measurement can only covers a wavelength range 
from 1545 nm to 1575 nm because of the limited gain 
bandwidth of the EDFA we used in the experiment; however, 
thanks to the appearance of the right edge of the notch, we can 
still tell that the dispersion curves are red-shifted. Then we 
increased the temperature to 35 degree Celsius, we repeated the 
measurement and found out that the dispersion characteristics 
stayed the same.  

The measurement still has a few issues. The wavelength 
instability caused dispersion ripples on the curves; large 
background dispersion introduced by the 16-meter long fiber in 
the setup made it difficult to accurately measure the small 
amount of dispersion.  

For the future PSA experiment and simulation, we chose the 
incident wavelength around 1560 nm and treated the SOA as 
dispersion-free element. 

V. PSA CHIP CHARACTERIZATION 

 
(a) 

 
(b) 

Fig. 13.(a) Photo of the signal-degenerate dual-pumped PSA chip after 
wire-bonding; (b) close-up views of some sections of the chip. 
 

Fig. 13 shows a microscope picture of the fabricated PSA 
chip after being wire-bonded and a close-up view of some 
sections of the chip. We can clearly see the metal contacts 
which are the large golden squares, the thin waveguide at the 
input port of the 1 by 3 MMI, the long and curled waveguide as 
one arm of the AMZI, and the 3 by 3 MMI before the input of 
the NL-SOA and tap waveguide. 

Before conducting the PSA experiment, we need to 
characterize the chip to choose the best chips. Specifically, we 
evaluated the performance of the SG-DBR lasers, the injection 
locking of the two SG-DBR lasers and the spurious signal 
interference among three paths. 

A. SG-DBR Lasers 
First of all, the two SG-DBR lasers were pumped and 

light-current-voltage (LIV) curves were measured. A typical 
measured LIV curve is shown in Fig. 14. The green curve is the 
measured laser output power as we increased the pump current. 
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The kink on the curve represents a mode-hopping which was 
caused by the internal temperate and refractive index change as 
we changed the current. As we can see, the SG-DBR laser has a 
threshold of about 30 mA at a temperature of 20 degree Celsius, 
and a maximum output power of about 18 dBm at a bias current 
of 120 mA. However, when both SG-DBR lasers were turned 
on, the maximum output of each one was only about 12 dBm or 
less due to heating effect. 
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Fig. 14.Measured LIV curve of a SG-DBR laser. 
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Fig. 15.Measured optical spectrum of the output of two free-running SG-DBR 
lasers. 

 
The outputs of two SG-DBR lasers were measured as well 

using an optical spectrum analyzer (OSA, with a resolution of 
0.01 nm) and shown in Fig. 15. The two wavelengths are 
spacing around 0.15 nm, which is equivalently 18.7 GHz. We 
can easily tune the wavelengths by changing the current applied 
to the corresponding phase section in each SG-DBG laser. The 
averaged tuning rate is about 1.18 GHz/mA. However, due to 
heating effect, tuning one wavelength always changed the other 
one in the experiment. 

B. Injection Locking of Two SG-DBR Lasers 
Because injection locking two SG-DBR lasers is important 

to make sure that the two pumps and the signal sent to the 
NL-SOA to have the stable phase relationship, we have to 
evaluate the injection locking performance of each laser. 

We simply used an external laser to send the light wave to the 
chip and turned on only one SG-DBR laser. Then at the tap 

port, we used an OSA to monitor two wavelengths and started 
to align them with each other. Once they were close enough, we 
coupled the output of the tap to an external PD to convert the 
light waves to an electrical beat note which was analyzed by an 
ESA and we observed an unstable peak due to the random 
phase relationship between two wavelengths. When the spacing 
between two wavelengths became closer and closer, we 
observed that the central frequency of the beat decreased. Once 
the two wavelengths were close enough, the beat signal 
disappeared and only a flat noise floor appeared on the ESA 
which indicated that the SG-DBR laser was injection locked 
and its wavelength was as same as the external one. By shifting 
the wavelength of the sideband through changing the frequency 
of the modulation RF signal, and the incident sideband power, 
we measured the injection locking range with respect to 
different injection ratio. The injection ratio is the power ratio of 
the incident sideband power to the laser output. Then we turned 
off the laser, turned on the other and repeated the same 
measurement. The results are plotted in Fig. 16. As we can see 
that the maximum locking ranges are about 4.5 GHz and 3.8 
GHz when the injection ratio is maximized in the experiment. 
However, for the PSA experiment, both SG-DBR lasers must 
be injection-locked, the total input power from external 
modulation was distributed on two sidebands (the signal power 
can be ignored), which reduced the injection ratio by 3 dB. 
Therefore, only 3 GHz and 2.2 GHz injection locking ranges 
can be achieved. Considering the laser wavelength shifting due 
to cross heating effect when we changed the phase tuner 
current, the real locking range for each laser would be smaller. 
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Fig. 16.Measured injection locking ranges of two SG-DBR lasers given 
different injection ratios. 
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Fig. 17.Measured electrical spectrum of the beat by heterodyning the 
wavelengths from two injection-locked SG-DBR lasers. 
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Once two SG-DBR lasers were both injection- locked by the 

two pumps from external modulation, the beat note of two 
wavelengths at a PD becomes a very stable and narrow line and 
can be monitored by the ESA, as shown in Fig. 17. The 
resolution bandwidth of the ESA was about 100 Hz. The 3-dB 
bandwidth of the beat is less than 1 kHz, which means that once 
two SG-DBR lasers are injection locked, their relative 
frequency spacing is fixed and determined by the two pumps 
and their relative linewidth is also less than 1 kHz. Thus, once 
we obverse a stable peak with a frequency of twice the RF 
modulation frequency at the ESA, we can claim that the two 
SG-DBR lasers are injection-locked. During the PSA 
experiment we conducted, we always used the ESA to monitor 
the beat note of two SG-DBR lasers through the tap port to 
make ensure the injection locking was enabled. 

C. Spurious Signal Interference 
As we mentioned before, another advantage of injection 

locking is the suppression of the signal, which ensures that 
signal passes through the upper and middle paths, causing 
signal interference and leading to possible misinterpreted PSA 
effect. Therefore, after two SG-DBR lasers were 
injection-locked and before we started to evaluate the PSA by 
recording the signal power at the output of the NL-SOA, we 
have to first rule out the possibility of the signal interference 
among three paths to avoid improper interpretation of the PSA 
when shifting the signal phase by change the phase tuner 
current. Thus, at the output of the tap port, the signal power 
with respect to time and phase tuner current were measured and 
compared, as shown in Fig. 18. The blue solid curve is the 
measured signal power as we increased phase tuner current; 
while the dotted red curve is the measured signal power over 
time. By comparing two curves here, only similar random 
power fluctuations of about ± 0.5 dB were observed in two 
cases and no obvious interference among three paths was 
observed. 

In addition, the power of the SG-DBR pump waves along the 
upper and the lower paths were about 15 dB higher than those 
along the middle path, therefore, the pump interference which 
could cause PSA gain drift can be ignored as well, and the 
signal power change at the output of the NL-SOA would be 
only caused by the PSA. 
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Fig. 18.Measured signal power at the output of the tap with and without phase 
tuner current changing. 

D. Phase Tuner Characterization and Phase Shift 
Measurement 

Tuning the phase of the signal is important for the PSA 
experiment. And knowing the exact phase shift when we tune 
the current applied to the phase tuner is more important because 
we need to take advantage of π-periodicity of the PSA gain 
curve to verify the PSA. To obtain relative phase change of the 
signal, we used the setup shown in Fig. 19. 
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Fig. 19.Relative signal phase measurement setup. 
 

The RF signal for the external modulation was from the 
VNA. One SG-DBR laser was turned off so that only one 
SG-DBR laser was injection locked and only one sideband was 
selectively amplified. Please note that the power of the 
amplified sideband was much larger than those of sidebands 
along the middle path so that the later were ignored. The signal 
and the amplified sideband at the output of the tap were sent to 
the PD to re-generate the RF signal whose phase change would 
be identical to that of the optical signal. Therefore, by using the 
VNA to measure the phase change of the received the RF signal 
when changing the phase tuner current, we were able to 
equivalently get the relative phase change of the optical signal. 
The result is shown in Fig. 20. The abscissa variable is set to be 
the square root of the phase tuner current because the signal 
phase in theory varies linearly with the square root of the phase 
tuner current. As we can see, there was no obvious phase 
change of the signal until after the current was larger than 1 
mA. Such a delay in phase shift commonly occurs in tunable 
SG-DBR lasers and could be caused by an N+ sheet charge that 
exists at the regrowth interface due to surface contamination. 
As the current was further increased, these traps are filled and 
phase shift appeared. Overall, 1 mA0.5 gives π phase shift of the 
signal. 

 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Square root of current (mA0.5)

R
el

at
iv

e 
si

gn
al

 p
ha

se
 (π

·r
ad

)

-1.6

-1.2

-0.8

-0.4

0

0.4

0.8

-2.0

1 mA0.5 gives π phase shift

 
Fig. 20.Measured relative signal phase change. 
 

To help evaluate the signal phase measurement, we also 
formed an on-chip MZI by deactivating the lower path. Without 
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external modulation, we sent one wavelength to the chip and 
injection locking one SG-DBR laser and measured the output 
power at the tap when we were changing the phase tuner 
current. The on-chip MZI is depicted in Fig. 21. It is 
well-known that the output power of the MZI varies 
sinusoidally with the phase difference of the light waves along 
two arms, and features a 2π-periodicity. Therefore, we can 
estimate the current-induced phase shift of the signal by 
observing the MZI output as we change the phase tuner current. 

 

 
Fig. 21. On-chip MZI setup 
 

The measured MZI output is shown in Fig. 22. As we can 
see, the output power barely changes when the current is less 
than 1 mA due to the phase delay. As the current increase, the 
signal power experiences one cycle. It can be clearly seen that 
approximately 1.1 mA0.5 gives one π phase shift, which agrees 
well with the result obtained based on previous method (1 
mA0.5 gives π phase shift). 
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Fig. 22. Measured MZI output when changing the phase tuner current 

VI. PSA EXPERIMENTAL RESULTS AND DISCUSSION 
Once the basic chip characterizations were completed and the 

best chips were chosen, we started to configure the chip and the 
external modulation setup to start the PSA experiment. For 
external modulation, two pumps spacing about 18 GHz and one 
signal were generated by using an external tunable laser and an 
IM as in Fig. 1. The IM was properly biased to suppress the 
signal power, which made the sidebands’ power dominant and 
facilitated the injection locking. The incident light waves were 
coupled into the PSA chip via a tapered fiber with a total 
coupling loss of about 6 dB. The pump power coupled into the 
SG-DBR laser was about -3 dBm and the output power of each 
laser is about 11 dBm, giving an injection ratio of about -14 dB 
and an injection locking ranges of 3 GHz and 2.2 GHz for two 
lasers, respectively. The current applied to the gain section of 
each SG-DBR laser fell in a range between 80 mA and 100 mA. 
The current to each SOA following corresponding laser lied in 
a range between 70 mA and 90 mA. By finely tuning the free 
running wavelengths of two SG-DBR lasers, the wavelength of 

the external laser and the RF modulation frequency, two 
SG-DBR lasers could be injection locked by the two pumps. 
During the measurements, the wavelength of the incident signal 
was tuned to lie in a range between 1560 nm and 1562 nm, and 
the frequency of the RF signal was set to be about 9 GHz. Then 
the pumps and the signal were sent to the NL-SOA with a 
current of about 90 mA. The total input power to the NL-SOA 
was about -1 dBm, which was high enough to saturate the 
NL-SOA because the NL-SOA started saturation at -9 dBm. 
Once the SOA was saturated, the spontaneous emission noise 
and PIA were suppressed. The output of the NL-SOA was sent 
to the optical spectrum analyzer for recording the power of the 
signal as its phase was changed for PSA demonstration. The 
input saturation power was -9dBm. (The PIA gain is much 
smaller with input powers approaching the input saturation 
power.) 
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Fig. 23.Measured optical spectrum of the light wave at (a) the input and (b) the 
output of the NL-SOA. 
 

The optical spectra at the input and the output of the NL-SOA 
were measured to record the signal power change caused by the 
PSA. The optical spectrum of the input light waves was 
equivalently obtained by monitoring the output of the tap port 
by using the optical spectrum analyzer. The measured optical 
spectra are shown in Fig. 23. Fig. 23 (a) is the optical spectrum 
of the input light waves. As we can see, there are two dominant 
pumps and one suppressed signal in the middle. Other small 
peaks are high-order sidebands from external modulation. Fig. 
23(b) is the optical spectrum of the light wave after the PSA 
when the signal phase was changed by tuning the phase tuner 
current. Comparing with Fig. 23(a), we can clearly see the 
FWM and the idler waves outside the two pumps. In addition, 
we can see that the signal was amplified or attenuated as the 
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phase tuner current was adjusted. Such a current- or 
phase-dependent signal power change could be caused by the 
PSA. 

To specifically demonstrate and evaluate the PSA, the 

measured signal power at the output of the SOA with respect to 

the square root of the phase tuner current was measured, which 

is shown in Fig. 24. Again, the abscissa variable is set to be the 

square root of the phase tuner current because the signal power 

after PSA varies with the signal phase, which is known to vary 

linearly with the square root of the phase tuner current. For 

comparison, the measured signal power without injection 

locking and the measured relative phase change are shown in 

Fig. 24 as well. As can be seen from Fig. 24, when injection 

locking was inactive and two lasers were in free-running 

modes, there was no PSA due to random phase drifting among 

the pumps and the signal waves. Once the injection locking was 

enabled, however, there was no obvious PSA or phase change 

of the signal until after the current was larger than 1 mA, which 

is caused by the phase delay we mentioned before. As the 

current was further increased, these traps are filled and 

phase-dependent signal gain appeared. Overall, 1 mA
0.5

 gives π 

phase shift of the signal and one period oscillation of the signal. 

Clearly, such a signal power oscillation over one π instead of 2π 

phase indicates that the signal power change was caused by the 

PSA instead of the signal interference. The measured signal 

power curve shows that approximate 6.3 dB extinction of 

phase-sensitive on-chip gain was achieved.  
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Fig. 24. Measured relationship among the signal power, the signal phase and 
the square root of the current applied to the phase tuner. 
 

 
Fig. 25.Measured signal power at the output of the NL-SOA when the chip is 
configured as a PSA chip and the signal power at the output of the tap when the 
chip is configured as an MZI. 
 

To demonstrate multiple periods of a PSA gain curve, we 

chose another PSA chip and repeated the same procedures but 

increased the phase tuner current. The results are shown in Fig. 

25. The blue curve is the measured signal power change at the 

output of the NL-SOA caused by the PSA; while the red curve 

is the measured signal power at the output of the on-chip MZI. 

The blue curve shows a PSA gain curve of two periods, and the 

red curve indicates that approximately, 1.5 mA
0.5

 gives one π 

phase shift. Amplitude reduction of the second period was 

probably caused by the power reduction of the input pumps as 

the phase tuner current was increased. 
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Fig. 26. Comparisons of the measured PSA gain curve and the theoretical 
simulation. (a) one-period PSA gain curve with 6.3 dB experimental and 6.5 dB 
theoretical results; (b) two-period PSA gain curve with 7.8 dB experimental 
and 8.5 dB theoretical results. 

 

A theoretical simulation of the PSA gain based on coupled 

differential equations [17] and the model provided by Prof. 

Mecozzi is presented in Fig. 26(a), showing a 6.5 dB extinction 

ratio of the phase-sensitive gain, which agrees well with the 

experimental result over this current and phase-shift range. 

Simulation results for the second chip were obtained as well 

and presented in Fig. 26(b), showing a two-period PSA gain 

curve. Again, good agreement was observed. 
The added noise of the PSA is another important aspect. 

Thus, the input and the output SNR of the PSA was estimated 

from the measured optical spectrum of light waves at the input 

and the output port of the NL-SOA. Please note that the input 

optical spectrum was equivalently measured at the output of the 

tap port. The signal level was the power at the signal 

wavelength. The noise level could not be easily measured at 

exactly the same wavelength, so it was measured at eight 

different wavelengths that were 0.5 nm away from the signal 

wavelength where the background spectrum was relatively flat, 

as shown in Fig. 27. 
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Fig. 27.The measured input and the output optical spectra of the NL-SOA. 

 

At each wavelength, the measured SNR was obtained through 

10 times iteration, as shown in Fig. 28(a), and the difference 

was calculated and shown in Fig. 28(b). The smallest difference 

in SNR was 1.5 dB and overall averaged decrease in SNR was 

about 2.5 dB. 
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Fig. 28.(a) Measured SNR of the input and the output light waves of the 
NL-SOA; (b) calculated SNR reduction. 
 

VII. CONCLUSION 
Based on an InP/InGaAsP, platform we have fabricated and 

characterized different SOAs, and based on a highly saturated 
SOA, we have successfully fabricated and demonstrated the 
first monolithic dual-pumped PSA chip. The amplified 
spontaneous emission noise of the SOA was suppressed 
significantly due to the high saturation which restricts PIA, 
while high nonlinearity of the SOA benefited the PSA.  

On the chip, two tunable laser pumps coherently 
injection-locked from sidebands of an external modulated tone 

were generated to enable signal-degenerate dual-pumped 
phase-sensitive amplification in a highly saturated 
semiconductor optical amplifier. Phase-sensitive amplification 
was experimentally achieved with approximately 6.3 dB and 
7.8 dB extinction of phase-sensitive on-chip gain using two 
different chips. Theoretical simulations based on coupled 
differential equations were performed and agreed well with 
experimental results. The Signal-to-Noise Ratio degradation of 
the phase-sensitive amplification chip was also estimated, and 
averaged 1.5 – 3.1dB.  

However, compared with high nonlinear fiber, the PSA gain 
is still small. The investigation of the chip-scale PSA is not 
comprehensive due to low current density to the NL-SOA and 
low incident pump power to the NL-SOA. Increasing the 
current density to the NL-SOA to increase the PSA gain more 
likely causes more heating problems, which either leads to 
unstable injection locking or reducing the laser pump power or 
possible pump interference. In addition, limited pump power to 
the NL-SOA restricts the saturation level of the NL-SOA, 
which makes it difficult to evaluate the PSA effect given a 
deeply saturated SOA. The PSA chip layout can be improved to 
allow more incident pump powers to the NL-SOA, such as 
using directional couplers in the PSA chip. 
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Advances in All-Optical Circuits 
Ming Li, Weilin Liu, Ningbo Huang, Robert S. Guzzon, Ninghua Zhu, Jose Azaña, Larry A. Coldren and Jianping Yao

A ll-optical signal processing attracts 
much attention because of its poten-

tial to overcome the bandwidth and speed 
bottlenecks of electronic circuits. Many 
all-optical signal processing techniques 
already show up in a wide range of 
applications, like ultrafast telecommuni-
cations, optical computing, microwave 
photonics and biophotonics. These 
techniques offer processing bandwidths 
up to several THz—significantly faster 
than their electronic counterparts.

To build an all-optical signal-process-
ing and computing platform, we need to replace elec-
tronic circuit components with photonic counterparts, 

and thereby emulate processes and 
structures in the electronic domain using 
photonic technologies. Recently, all-optical 
temporal differentiators and integrators, 
and real-time Fourier and Hilbert trans-
formers have been tested in the lab using 
fiber and integrated optics platforms, with 
bandwidths two to four orders higher than 
those of electronic equivalents.

We have recently demonstrated two 
kinds of all-optical temporal integrators. 
Each design is capable of calculating 
the time integral of an arbitrary optical 

temporal waveform and has the potential to reach pro-
cessing speeds well beyond the capabilities of electronic 

New photonic temporal integrators could push past some of the processing-speed 
limitations of electronic approaches.

OPTICAL ENGINEERING

Ming Li, IS-CAS

Photonic integrator 
based on an active 
Fabry-Perot cavity.

CIRCUIT 
PERFORMANCE 
COMPARISON
DIFFERENTIATOR  
BANDWIDTH

Electronic:  <1 GHz
Photonic:    >25 THz
INTEGRATOR BANDWIDTH

Electronic:  <1 GHz
Photonic:    >200 GHz
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integrators. An all-optical temporal integrator could be 
used to realize arbitrary waveform generation, all-optical 
memory units and programmable differential-equation 
solvers, among other applications.  

Active Fabry-Perot cavity integrator
One of our proposed all-optical temporal integrators is 
based on numerical modeling of an active Fabry-Perot 
(FP) cavity. The gain medium in the FP cavity is a 
semiconductor optical amplifier (SOA) with a high gain 
coefficient. The length of its integration time window is 
widely tunable and could be extended to be infinitely 
long by properly setting the injection current. This 
feature is important because it could greatly extend 
memory time when used for creating random access 
memory (RAM). 

SOAs can be easily integrated with other semiconduc-
tor devices, such as lasers, modulators and photodetectors 
in photonic integrated circuits; this is another critical fea-
ture for achieving integrated all-optical signal-processing 
circuits with complex functionality. 

Based on the use of an FP cavity with nearly feasible 
parameters, such as net modal gain and gain recovery 
speed, we successfully demonstrated a photonic temporal 
integrator with an integration time window of 160 ns 
and an operational bandwidth of 180 GHz. We calculated 
the time-bandwidth product of the simulated photonic 
temporal integrator to be 28,800—about two orders of 
magnitude higher than any previously reported result 
that we know of. 

Active ring cavity integrator
Our second proposed all-optical temporal integrator 
includes a ring structure coupled with two bypass wave-
guides in an InP-InGaAsP material system consisting of 
SOAs and current-injection phase modulators (PMs). 

During experimental testing, we modulated an 
input signal from an electronic arbitrary waveform 
generator onto a tunable laser. When we tuned the carrier 
wavelength to match the operation wavelength of the 
all-optical integrator, the output integrated waveform 
was converted into an electrical signal in a photodetec-
tor, which was then measured in a high-speed sampling 
oscilloscope. Within the ring, two SOAs were incorpo-
rated to compensate for the insertion loss. 

We reported an experimental integration time window 
as long as 6,331 ps, an order of magnitude longer than 
any other photonic integrator we could find. In addition, 
there is a current injection PM in the ring for wavelength 

tuning. We believe our demonstration is the first report 
of an all-optical temporal integrator with an ultra-long 
integration time window and an ultra-wide tunable 
operation wavelength. 

Next steps
Despite promising experimental results, our two integra-
tors suffer from relatively low processing speeds—they 
still exceed electronic integrator performance, but 
perform well below the full theoretical potential of an 
all-optical solution. This limitation is due to the relatively 
long cavity of our designs. We are working on improving 
our designs for future demonstrations. 

Nevertheless, our proposed integrators provide 
noteworthy integration time windows and represent 
an important step toward realizing efficient all-optical 
signal-processing circuits capable of overcoming the 
limitation in integration time window, bandwidth and 
power consumption imposed by electronics. OPN 
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Abstract: Optical interconnects are required for a continued scaling of a version of Moore’s Law.  
VCSELs remain the most efficient sources to integrate, and these can be compatibly integrated with 
emerging 3-D integration technology using active interposers.  Polarization-modulation can double the 
bisection bandwidth available together with coarse WDM and other modulation techniques. 

OCIS codes: (140.0140) Lasers and laser optics; (250.0250) Optoelectronics 
 

1. Introduction 

Within the past decade there has been a tremendous amount of progress on Si-photonics as well as Si-
system-in-a-package technology[1,2].  Perhaps we now see some convergence between these two.  Not 
too long ago, a main selling point for Si-photonics was being able to put all of the photonics and 
electronics on a single chip.  Today, the emergence of 2.5-D as well as 3-D integration—the concept of 
placing numerous chiplets on a common interposer as shown in Fig.1—is beginning to change this 
perspective[1-3].  In fact, even before this, the simple issue of incompatibility of the photonics with the 
electronics, either in size, in manufacture, in performance, or in operation, has led to a similar desire to 
have separate chips, stacked on top of or beside of each other, very closely together.  This change in 
perspective has also re-opened the issue of having different materials platforms for the different chiplets. 

In this paper, we will review the performance 
of state-of-the-art laser sources as candidates 
for integration with interposers and conclude 
that VCSELs are still the leading practical 
choice.  We specifically will not consider 
schemes for coupling light from external 
sources, or sources that do not emit sufficient 
well-directed powers.   VCSELs can operate 
over temperature ranges exceeding 60 °C and 
maximum temperatures over 120 °C with 
useful output powers.  Over such temperature 
ranges, ~ 30 course WDM channels are 

possible with data rates ~40 Gb/s using simple direct modulation of the laser drive currents with some of 
the lowest total power dissipations, including the bias and modulation drive powers.   For such WDM 
over this temperature range, multiple VCSEL chiplets would be involved with wavelengths extending 
from 850nm to the 1060nm range.  This enables relatively simple muxing and demuxing at both ends of 
the optical links.   

Secondly, we will discuss in more detail our more recent results with polarization modulation [4].  Prior 
work has demonstrated [5-7] that it is possible to control the polarization by means of asymmetric current 
injection (ACI) in the active region of the VCSEL. Since this technique relies on current induced 
anisotropies in the VCSEL, the polarization can be controlled at ultrahigh speeds.  Most prior work 
obtained with ACI has been limited ~50kHz [8] due to the dominant thermal polarization switching. 
However, in our recent report electrically controlled polarization modulation speeds of over 4Gb/s were 
shown, and those VCSELs had ultralow threshold currents (~150-300µA) as well as very good 
differential quantum efficiencies.  This is still the fastest reported direct modulation of the polarization of 

[1] 
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Fig. 2: (a) Biasing scheme for the two contacts of a VCSEL: P1N1 is modulated with Data 1, and P2N2 is modulated 
with Data 2, (b) Optical response at the output of the VCSEL: X polarization only (top) and the difference between Y 
and X polarization (bottom) 

a VCSEL. With this technique we now demonstrate that the data rate obtained with other modulation 
techniques can be doubled by modulating different data on each polarization and simple polarization 
filtering at the receiver.   

2. Polarization VCSEL Results 

The VCSELs used for polarization-modulation experiment consisted of MBE grown, strained 
InGaAs/GaAs quantum well devices, optimized for lasing at 980nm, with a bottom emitting architecture. 
A dual intracavity structure is used to maximize the effect of asymmetric current injection.  A schematic 
of the device architecture is shown in Fig. 2. Two sets of P and N contacts are fabricated, such that the 
current P1N1 flows perpendicular to P2N2, to maximize the current asymmetry. Orientation of these 
contacts are along <110> and <11̅0> crystalline planes, to maximize the anisotropy. 

 

The LI curve on a typical chip had a threshold current of 0.3 mA and an output power of 0.6 mW at 2 mA 
with 4 spontaneous flips in polarization in between—the polarization was opposite for application of the 
current to the opposite set of terminals.  The polarization contrast ratios exceeded 14dB by changing the 
directionality of the current flow. The experimental setup to exploit this to modulate the polarization of 
the VCSEL is shown in Fig. 2(a). Both P contacts of this multimode VCSEL are biased at a common DC 
current via bias-T. One set of data is applied across P1-N, while a second data-stream is applied to P2-N. 
The output of the VCSEL is passed through a polarizer, focused on to a multimode fiber and detected 
with a high speed detector. Fig. 2(b) shows the polarization resolved time domain response obtained on an 
oscilloscope. For this particular case, the signal on P1-N1 (data 1) modulates both X and Y polarizations, 
while the signal on P2-N2 (data 2) modulates only the X polarization. Therefore, by simply subtracting 
the output of X-polarization (Px) from that of Y-polarization (Py), the two data-streams are completely 
recovered. Thus, we demonstrate for the first time, that a VCSEL can support simultaneous, independent 
modulation on two different linear polarized modes—effectively doubling the maximum possible data-
rate from the VCSEL. It is expected that the polarization switching speed can be further improved with 
this technique, by reducing the parasitic capacitance. 

 References 
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[2] M. Heck , et al, IEEE JSTQE, 19 ( 4) 6100117, July/August 2013. 
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Polarization degenerate solid-state cavity quantum electrodynamics
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A polarization degenerate microcavity containing charge-controlled quantum dots (QDs) enables equal
coupling of all polarization degrees of freedom of light to the cavity QED system, which we explore through
resonant laser spectroscopy. We first measure interference of the two fine-split neutral QD transitions and find very
good agreement of this V-type three-level system with a coherent polarization-dependent cavity QED model.
We also study a charged QD that suffers from decoherence and find also in this case that availability of the
full-polarization degrees of freedom is crucial to reveal the dynamics of the QD transitions. Our results pave the
way for postselection-free quantum devices based on electron-spin–photon polarization entanglement.

DOI: 10.1103/PhysRevB.91.115319 PACS number(s): 42.50.Pq, 42.25.Ja, 42.50.Nn, 85.35.Be

I. INTRODUCTION

Quantum dots (QDs) embedded inside microcavities are
of interest for hybrid optical-solid-state quantum information
schemes [1,2] and long-distance quantum networks [3,4]. A
key ingredient is the realization of entanglement between
a QD spin and a single photon. Several experiments have
demonstrated this by utilizing spontaneous emission [5–7],
but these methods require postselection and are therefore
not suitable for deterministic approaches. The need for
postselection can be eliminated by using the spin-dependent
reflection or transmission of a photon by a quantum dot in a
cavity QED system. Several protocols have been proposed
that either require polarization degenerate microcavities in
order to couple with circular polarized light [8,9] or would
be aided in order to match more easily with linear polarized
transitions [10]. Further key system requirements are charge-
controlled QDs and access to the Purcell or strong-coupling
regime, which has been realized in photonic crystal cavi-
ties [11] and micropillars [12]. Micropillars have the additional
benefit of mode matching to external fields and polarization
control of the cavity modes [13–18].

In this paper we report on a system exhibiting all these
features, a charge-controlled quantum dot coupled to a polar-
ization degenerate micropillar cavity. The microcavity consist
of two distributed Bragg reflectors, a 3/4λ-thick aperture
region for transverse mode confinement and a λ-thick cavity
layer, containing InAs self-assembled QDs embedded inside
a PIN-diode structure [13,19]. By systematically varying
the size and shape of the oxide aperture, we were able
to select, on average, one polarization degenerate cavity
(polarization splitting <3 GHz) out of a (6 × 7) array [20].
This technique could be combined with a technique to actively
tune the polarization properties by applying laser-induced
surface defects [21] to enhance the sample yield. We tune
the QD transition through the cavity resonance by the quantum
confined Stark effect, induced by an applied bias voltage across
the active region [22,23]. In principle this can be combined
with other QD tuning techniques, such as strain tuning [24–26],
which would further increase the sample yield. Further details

Tunable 
laser

polarizer

(λ/2, λ/4)

(polarizer)
(λ/4)

Transmission

(polarizer)

Reflection

Cryostat, 9.0 K

(a) (b)

(c)

P-contact

N-contact

f=25.4 mm

f=10.0 mm

10 µm

FIG. 1. (Color online) (a) Schematic of the setup. Light is cou-
pled into a microcavity mode, and the reflection and transmission
spectra are recorded using single-photon avalanche photodiodes.
The elements with names between brackets can be introduced for
polarization analysis with either linear or circularly polarized light.
λ/2 (λ/4): half-wave (quarter-wave) plate. (b) Optical microscope
image of a sample. (c) Electron micrograph of the cavity region.

on the sample structure and characterization can be found in the
Appendix A. The setup and optical and electron microscope
images of the sample are shown in Fig. 1.

This system enables polarization-resolved studies, which,
as we will demonstrate, provide insight into the excitonic co-
herence of the system. First, we study the coherent interaction
of charge-neutral quantum-dot transitions with resonant laser
light and give a theoretical description. Then, we investigate
a singly charged QD and study its more complex dynamics,
which we can describe with a second decoherent model in
which all spin-photon entanglement is lost.

1098-0121/2015/91(11)/115319(6) 115319-1 ©2015 American Physical Society
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II. NEUTRAL QUANTUM DOT

The lowest-energy levels of a neutral QD are depicted in
Fig. 2(e). Due to the QD anisotropy, the electron-hole exchange
interaction leads to a fine-structure splitting of the excited
states (∼3 GHz for the QD under study), and the neutral
ground state is coupled to two excited states by two linear
orthogonally polarized transitions. In the resonant reflection
measurements in Fig. 2(a), the QD-cavity anticrossing, as
a hallmark of strong to intermediate QD-cavity coupling,
is clearly visible. Low laser power (Plaser = 1 pW) is used
in order to avoid saturation of the QD transition, charg-
ing [27], and dynamical nuclear spin polarization effects [28].
Figures 2(b) and 2(c) show reflection and transmission
spectra for a voltage V = 0.725 V, where QD1 is tuned
into resonance with the cavity. The spectra are recorded for
three linear polarizations that couple with the low-frequency
QD transition (θin = 0◦), the high-frequency QD transition
(θin = 90◦), or both QD transitions (θin = 45◦).

For 0◦ and 90◦ polarization we observe that the quantum dot
is able to restore high cavity reflectivity with near-unity fidelity,
but this effect appears to be reduced for 45◦. Additionally,
we show spectra when a crossed polarizer is used in the
transmission path in Fig. 2(d). We see that for 0◦ and 90◦ the
light matches the natural polarization axes of the QD and that
this polarization is maintained, resulting in a very low signal.
For 45◦ incoming polarization the transmission is significant,
however. In the following, we develop a theoretical model to
gain insight into the dynamics.

The transmission amplitude through a cavity with a coupled
two-level system is given by [17,29,30]

t = ηout
1

1 − i� + 2C
1−i�′

, (1)

where � = 2(ω − ωc)/κ is the relative detuning between the
laser (ω) and cavity (ωc) angular frequencies, �′ = (ω −
ωQD)/γ⊥ is the relative detuning between the laser and QD
transition (ωQD), and ηout is the output coupling efficiency.
The device cooperativity is C = g2/κγ⊥, where κ is the total
intensity damping of the cavity, γ⊥ is the QD dephasing rate,
and g is the QD-mode coupling strength. We obtain close to
perfect mode matching, and therefore the total transmittivity
through the cavity is given by T = |t |2, and the total reflectivity
is given by R = |1 − t |2. A more detailed description of Eq. (1)
is provided in Appendix B.

An important figure of merit of the QD-cavity system is
the cooperativity parameter C. By fitting our model to the
experimental data in Fig. 2 for θin = 0◦ and θin = 90◦, we find
C = 2.5 ± 0.5, a value similar to that previously reported [17].
We also obtain γ⊥ = 2.0 ± 0.5 ns−1, which corresponds to a
total dephasing time τ = 500 ps and total cavity damping rate
κ = 77 ns−1, which corresponds to a quality factor of Q ∼
2.6 × 104 (see Appendix B). Since γ⊥ < 2g = 39 ns−1 <

κ , this places the system in the intermediate-coupling
regime.

The line shapes corresponding to an empty cavity can be
calculated from the fitted curves and are shown by the gray
curves in Figs. 2(b) and 2(c). The very small dependence of the
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FIG. 2. (Color online) (a) Reflectivity measurement of two neu-
tral QDs as a function of the scanning laser frequency and applied volt-
age. The incoming polarization θin = 0◦, Plaser = 1 pW, and λ ≈ 940
nm. (b) Reflectivity and (c) transmittivity spectra of QD1 recorded at
V = 0.725 V for various incoming linear polarizations. Blue points:
experimental data. Red line: fitted curve using Eqs. (1) and (2).
Gray curve: empty cavity, calculated from the fits. Vertical dashed
lines: frequencies corresponding to the two fine-split transitions. (d)
Transmittivity spectra when a crossed polarizer is used with respect
to the incoming polarization, relative to the maximum transmittivity
of an uncoupled cavity. The red line is calculated using Eqs. (1)
and (2) and the parameters obtained from the fits in (b) and (c). (e)
Energy-level diagram of the ground-state and lowest-energy excited
states of a neutral QD.

cavity resonance frequency on the polarization angle confirms
the high degree of polarization isotropy of this device.

To account for the fine-structure splitting of the neutral QD
transitions in the polarization-degenerate cavity, we write the

115319-2
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FIG. 3. (Color online) Resonant (a) reflection and (b) transmis-
sion spectroscopy with a neutral QD (QD1 in Fig. 2) for θin = 45◦ and
for various θout = θin + 90◦ + �θout. Blue dots: experimental data.
Red lines: predicted curves using Eqs. (1) and (2) and the parameters
obtained from the fits in Figs. 2(b) and 2(c). Gray lines: predicted
curves corresponding to an empty cavity. Vertical dashed lines mark
the two transitions split by the fine-structure interaction.

transmission of the system in terms of a Jones matrix,

t(ω) =
(

tx(ω) 0

0 ty(ω)

)
.

The measured transmittivity therefore depends on the input
and output polarization as

tθout,θin (ω) = e†outt(ω)ein, (2)

where ei = ( cos(θi), sin(θi)) defines the linear input/output
(i = in/out) polarization with angle θi . This model assumes
that when the two transitions are excited simultaneously
(θin = 45◦), coherence in the system is fully maintained,
leading to quantum interference between the transmission
amplitudes tx and ty . In an incoherent system we would
obtain a classical mixture of the excited states, making such
interference impossible. The reflectivity is calculated in a
similar way by using rx/y = 1 − tx/y(ω) in the Jones matrix.

To further explore the validity of Eq. (2) and to demonstrate
the full power of polarization degenerate cavity QED, we
show in Figs. 3(a) and 3(b) reflection and transmission spectra
for θin = 45◦, while θout = θin + 90◦ + �θout is varied. For
�θout = 0◦, the crossed-polarizer condition, the transmission
and reflection spectra consist of two partially overlapping
Lorentzian lines split by ∼3 GHz. The phase difference
between these two resonances becomes apparent for the
�θout = +22.5◦ (−22.5◦) spectra, which can be seen as the
coherent sum of the �θout = 0◦ and the �θout = +45◦ (−45◦)
spectra, where the latter contains only the high-frequency
(low-frequency) transition. All the red curves in Figs. 2 and 3
are produced with the same parameters for C, κ , and γ⊥ and fit
the experimental data very well. The results demonstrate how
in a polarization degenerate cavity the fine-split excited states
of a neutral QD can be simultaneously addressed in a coherent

way. Furthermore, these interference measurements hold great
promise as a clever combination of ein and eout can be used
to tune the constructive or destructive interference between tx
and ty . This forms a generic technique to increase the ratio
between uncoupled and coupled cavity systems and thereby
the fidelity of entanglement operations.

III. SINGLY CHARGED QUANTUM DOT

Now we turn to a different QD in the same polarization
degenerate cavity but operated in a voltage regime around
0.9 V, where it is singly negatively charged. This system
is of particular importance in quantum information as the
optical transitions are polarization degenerate [see Fig. 4(a)]
due to cancellation of electron-hole exchange interaction and
enables coherent control of the resident electron spin if a small
in-plane magnetic field is applied. We first focus on Figs. 4(b)
and 4(c), which show transmission spectra when circularly
(σ+) or linearly polarized light is coupled into the cavity
and transmitted light of the same (i.e., parallel) polarization
is recorded. We define the contrast as (|tc|2 − T )/|tc|2, with
the measured transmittivity T with a QD and the calculated
transmittivity |tc|2 without a QD. While for the neutral QD
case we found contrasts of >91% in Fig. 2(c), we now observe
a strongly reduced contrast of the QD resonance, which is
∼19% when circularly polarized light is used and ∼26% for
linear polarization.

We use a slightly larger laser power (Plaser = 10 pW)
compared to the neutral QD as we find that the charging
effects are now significantly smaller due to less absorption of
the resonant laser at this voltage. Furthermore, this intensity
corresponds to a mean intracavity photon number 〈n̄〉 =
|t |2Plaser/(κm�ω) < 0.001 and is therefore sufficiently small
to prevent QD saturation effects from occurring.

In addition, we compared the cross-polarized transmitted
intensity for circular and linear polarized light. For circular
(σ+ and σ−) polarization, shown in Fig. 4(d), we observe
negligible transmission, indicating that circular polarization
remains unchanged. Surprisingly, for two linear orthogonal
(lin1 and lin2) polarizations displayed in Fig. 4(e), we observe
that about 10% of the light is transmitted relative to |tc|2,
despite the low cooperativity (see below).

We will first try to explain our observations with a coherent
model, which we adapt to the four-level system of a charged
QD shown in Fig. 4(a): The ground state consists of the two
spin eigenstates, oriented in the out-of-plane direction, which
couple with two corresponding trion lowest-energy excited
states by degenerate circularly polarized optical transitions
carrying spin σ± = ±1. We write t±1 ≡ t1 for the correspond-
ing transmission amplitudes of σ± polarized light coupling
with a corresponding transition and t±c ≡ tc for the case of an
empty cavity. Since we do not control the electron-spin state
it can be in any random state |φspin〉 = α|↑〉 + β|↓〉. With
the incoming photon state |φin〉 = γ |+〉 + δ|−〉, we obtain
for the input quantum state |�in〉 = |φin〉 ⊗ |φspin〉. The spin-
selective interaction with the cavity-QD system entangles the
photon with the electron spin via

|�out〉 = t1γα| + ↑〉 + tcγβ| + ↓〉 + tcδα| − ↑〉 + t1δβ| − ↓〉.
(3)
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FIG. 4. (Color online) (a) Energy-level diagram of a singly
charged QD. Transmission spectra for Plaser = 10 pW are shown for
circular and linear polarization, analyzed with a (b) and (c) parallel
or (d) and (e) crossed polarizer. The red-black dashed line in (b) is a
fit of Eq. (4) (coherent model, M1) to the data, which yields the same
result as Eq. (5) (decoherent model, M2). The red (black) solid lines
in (c) and (e) predict the experimental data using Eq. (4) [Eq. (5)].
Black (red) dashed curves: empty (coupled) cavity calculations.

We then project this output state onto the detected polariza-
tion |φout〉 = γ ′|+〉 + δ′|−〉 and take the trace over the electron
spin to obtain the projected transmission:

T = |t1γ γ ′ + tcδδ
′|2|α|2 + |tcγ γ ′ + t1δδ

′|2|β|2. (4)

Since we do not control the spin state, we use |α|2 = |β|2 =
0.5 for the balanced case. Note that this model (M1) is coherent
in the sense that it still contains interference between the t1 and
tc terms.

The red solid line in Fig. 4(c) shows how model M1 fits our
data for the optimum cavity-QD coupling and QD dephasing
parameters C = 0.13 and γ⊥ = 9.5 ns−1. The dephasing
rate cannot be explained by the decay rate of the excited
state since lifetime measurements showed this to be about
1.2 ns. Instead, we attribute this much faster dephasing rate
to an efficient cotunneling process across the 20-nm electron
tunnel barrier, which is expected to be more pronounced for
the flatter conduction band here compared to the neutral QD
case presented before. This fast dephasing also reduces the
cooperativity, which, however, might also be reduced due to
low spatial overlap between the QD and the cavity mode.
We expect that utilizing a thicker 35-nm tunnel barrier will

decrease the cotunneling process and enable high-fidelity
spin-state preparation [31].

Next, we consider the linear-polarization data shown in
Figs. 4(c) and 4(e), where the model prediction is shown by red
lines. Equation (4) predicts that purely circular polarized light
should pass the cavity unmodified and can therefore be fully
blocked by a crossed polarizer (γ γ ′ = δδ′ = 0), which is, in-
deed, what we observe experimentally in Fig. 4(d). Significant
discrepancies between the data and our model are, however,
observed in Fig. 4(c) and in Fig. 4(e) in particular, where
the cross-polarized transmission signal for linear polarizations
lin1 and lin2 is much larger than expected. This cannot be
caused by an energy splitting or phase difference between
the two transitions because these splittings would have been
visible in the data. Furthermore, the observed cross-polarized
transmission is so large that it would require C > 0.8 in Eq. (4)
to explain the cross-polarized transmission in Fig. 4(e), while
we found C = 0.13 for the fit in Fig. 4(b).

This result therefore indicates that additional dephasing
processes take place that project linear polarized light on the
preferred circular basis of the QD transitions. The preference
for this basis is known from Refs. [31–33] and is experi-
mentally demonstrated by the fact that circularly polarized
light remains circularly polarized after the interaction with the
QD–cavity system. If the absorption and reemission of linear
light were a fully coherent process, the linear polarization
would largely remain, which is clearly not the case in
Fig. 4(e).

To model the results, we now introduce a tentative model
(M2) that describes the spin-exciton system as if it were
fully decoherent, meaning that any light interacting with
the QD is instantaneously projected on the QD transition
polarization basis. This corresponds to immediate decoherence
of the entangled state described by Eq. (3) and elimination of
interference between the t1 and tc terms in Eq. (4). Since only
a fraction of the light that enters the cavity becomes entangled
with the QD spin state, we first need to calculate the fraction
of the light that did not interact. We estimate this fraction T0

by multiplying the cavity transmission with the QD response
function: T0 = |tc|2| 1

1+ 2C

1−i�′
|2. The intensities of the circularly

polarized components of the transmitted light that interacted
with parallel and opposite electron spins are now given by
T ′

1 = |t1|2 − T0 and T ′
c = |tc|2 − T0, respectively.

The total transmitted intensity corresponds now to the
incoherent sum of five transmission channels:

T = T0|〈φout|φin〉|2 + T ′
1|γα〈φout|+〉|2 + T ′

c |δα〈φout|−〉|2
+ T ′

c |γβ〈φout|+〉|2 + T ′
1|δβ〈φout|−〉|2. (5)

The transmissions predicted by the incoherent model [M2,
Eq. (5)] and coherent model [M1, Eq. (4)] are equivalent
in the case of circular incoming polarization [Figs. 4(b)
and 4(d)]. They differentiate, however, in the case of the
linear-polarization data in Figs. 4(c) and 4(e). The solid black
curves predicted by the incoherent model (M2), based on the
parameters deduced from Fig. 4(b), agree very well, while the
coherent model (M1) does not.

While the polarization degenerate microcavities enables
systematic polarization analysis and the identification of a
high degree of decoherence in the charged QD system, the
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exact origin of decoherence is not known to us. We think it is
related to the cotunneling process, and future sample designs
with thicker tunnel barriers will resolve this issue.

IV. CONCLUSION

In conclusion, we have demonstrated a polarization degen-
erate solid-state cavity QED system with charge control, which
allows full use of all polarization degrees of freedom. Here,
simple polarimetric reflection and transmission measurements
enable the study of the coherence properties of the coupled
QD-cavity system for neutral and charged quantum dots.
This is an important advance for fundamental studies of spin
dynamics and optical interactions in solid-state cavity QED
systems and an important step towards quantum information
applications with single-electron and hole spin qubits and
postselection-free spin-photon polarization interaction.
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APPENDIX A: SAMPLE STRUCTURE AND
CHARACTERIZATION

The sample under study has been grown by molecular beam
epitaxy on a GaAs[100] substrate. Two distributed Bragg
reflectors (DBR) surround an aperture region and a λ-thick
cavity region containing in the center InAs self-assembled
quantum dots (QDs). The top DBR mirror consists of 26 pairs
of λ/4 layers of GaAs and Al0.90Ga0.10As, while the bottom
mirror consists of 13 pairs of layers of GaAs and AlAs and
16 pairs of GaAs and Al0.90Ga0.10As layers. In this way the
reflectivities of the top and bottom mirrors are matched to
enable transmission and reflection measurements and optimize
the incoupling efficiency. The oxidation aperture consists of a
10-nm AlAs layer embedded between 95-nm Al0.83Ga0.17As
and 66-nm Al0.75Ga0.25As layers, providing a linearly tapered
oxidation upon wet oxidation. The QDs are separated by
a 20-nm GaAs tunnel barrier to n-doped GaAs (Si dopant,
concentration 2.0 × 1018 cm−3) and by a 107-nm GaAs layer
to p-doped GaAs (C doping, concentration 1.0 × 1018 cm−3).

By analyzing the confined optical modes and the wave-
length splitting between the fundamental and first-order optical
modes, an estimation can be made for the maximum Purcell
factor and the numerical aperture (NA) of the fundamen-
tal mode. A high Purcell factor is necessary to observe
QD couplings close to the strong-coupling regime, while
a modest NA enables perfect mode matching to external
fields.

To characterize the optical properties of the confined
modes, the sample is excited using an 852-nm laser diode
and photoluminescence is recorded using a spectrometer as
a function of position. Hermite-Gaussian modes are clearly
identified in Fig. 5. Following methods described in [34], we
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FIG. 5. (Color online) Spatial PL scans of the Hermite-Gaussian
modes, where (a) is the fundamental mode �00 and (b) and (c) are
the first-order �10/�01 modes. Light: more PL counts. The labels
denote the wavelength λ00 of the fundamental mode or the wavelength
splitting �λ10/01 = λ00 − λ10/01.

calculate the mode volume V using

V = Lcav
λ3

00

8πn2
0

√
�λ01�λ10

, (A1)

where Leff ≈ 5λ00/n ≈ 1.4 μm is the effective cavity length,
λ00 = 940.48 nm is the wavelength of the fundamental mode in
vacuum, n ≈ 3.25 is the average refractive index, and �λ01/10

are the mode splittings between the �01/10 modes and the
�00 mode. Filling in the experimentally obtained values for
the mode splitting, we obtain V = 2.2 μm3. The expected
maximum Purcell factor P is given by

P = 3

4π2

(
λ00

n0

)3
Q

V
, (A2)

where Q = 2.6 × 104 is the quality factor measured during
the resonant spectroscopy scans. Using the above-mentioned
values, we find P = 22. The intensity of the fundamental
mode, perpendicular to the propagation direction ẑ, has the

form I ∝ exp[−2( x2

w2
x

+ y2

w2
y
)], where wx/y = 1

n0π

√
λ3

00
2�λ10/01

is

the mode waist. The numerical aperture of the Gaussian beam
originating from the fundamental mode is given by NAx/y =
sin( λ00

πWx/y
), which gives NAx = 0.18 and NAy = 0.25. The NA

of the objective used is 0.4, enabling perfect mode matching.

APPENDIX B: COMPLETE DESCRIPTION OF THE
TRANSMISSION AMPLITUDE

The transmission amplitude through a cavity with a coupled
QD is given by [17,29,30]

t = ηout
1

1 − i� + 2C
1−i�′

, (B1)

where the parameters are defined in the main text. We
will here quantify the role of losses and its effect on the
outcoupling efficiency ηout = 2κm

κ
, defined as the probability

that a photon in the mode will leave the cavity through the
top or bottom mirror. Here, κm is the damping rate of each
Bragg mirror, κs is the scattering and absorption rate inside
the cavity, and κ = 2κm + κs is the total cavity intensity
damping rate. Furthermore κm = Tmirror/tround, where Tmirror

is the transmittivity of a single mirror and tround = 2nLcav/c

is the cavity round-trip time. n is the average refractive index,
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Lcav ≈ 5λ/n is the effective cavity length, c is the speed of
light, and λ ≈ 940 nm is the wavelength in vacuum.

The mirror damping rate κm ≈ 11 ns−1 is calculated from
the sample design parameters. Three observations consistently
yield κs ≈ 55 ns−1: (i) the measured quality factor Q ≈
2.6 × 104 is lower than Q = 9.1 × 104 as determined by the
mirror transmittivity Tmirror = 3.4 × 10−4 and cavity length
and corresponds to κ = 77 ns−1, (ii) the minimum reflectivity
of the empty cavity Rmin

Rmax
= |1 − ηout|2 ≈ 0.5, and (iii) the

maximum transmission Tmax = |ηout|2 ≈ 0.08 (not taking into
account a ∼30% reflectivity at the GaAs to air interface at
the back of the sample). We attribute this scattering rate κs to

(spectrally broad) absorption losses in the doped layers and
scattering by the oxide aperture. Reducing κs , for example,
by using a lower doping concentration, is a major concern in
future sample designs.

Finally, we will comment on the case of nonperfect mode
matching. The total transmission T through the cavity is
then given by T = ηinηT |t |2, where ηin is the incoupling
efficiency and ηT is the collection efficiency at the trans-
mission port. The total reflection is given by R = ηR|1 −
ηint |2, where ηR is the collection efficiency at the reflection
port. In the case of perfect mode matching ηin = ηR =
ηT = 1.
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A homodyne measurement technique is demonstrated that
enables direct observation of the coherence and phase of
light that passed through a coupled quantum dot (QD)-
microcavity system, which in turn enables clear identifica-
tion of coherent and incoherent QD transitions. As an
example, we study the effect of power-induced decoherence,
where the QD transition saturates and incoherent emission
from the excited state dominates at higher power. Further,
we show that the same technique allows measurement of the
quantum phase shift induced by a single QD in the cavity,
which is strongly enhanced by cavity quantum electrody-
namics effects. © 2015 Optical Society of America
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Quantum dots (QDs) are artificial atoms in the solid state
with potential applications for quantum information [1].
Embedding QDs in high-Q microcavities holds promise to
implement deterministic logic gates [2], entangle independent
photons [3], and couple distant QDs to form a quantum
network [4]. Additionally, cavity-enhanced light–matter inter-
actions enable a powerful spectroscopic tool for QD characteri-
zation. In the following, we present a straightforward technique
to analyze both the coherence as well as the quantum phase
shift of light transmitted through a QD-cavity system.

Several techniques have been demonstrated to determine
the coherence of the emission of a coherently driven two-level
transition in an atomic or molecular system, i.e., resonance
fluorescence (RF). These techniques include analyzing the in-
terference between RF and the incident laser itself as a function
of polarization, analyzing the time correlation function g �2��t�
using a Hanbury Brown–Twiss setup, measuring with an inter-
ferometer the mutual phase coherence between the coherently

scattered light and a local oscillator, or analyzing the frequency
spectrum using a high-finesse scanning Fabry–Perot interfer-
ometer [5–8]. Additionally, the phase shift of transmitted light
through a cavity with a strongly coupled atom can be deter-
mined using a heterodyne setup [9].

Recently, such techniques have been extended to also study
QDs in solid-state systems [10–13] and to measure the quan-
tum phase shift induced by a coupled QD-cavity system by
analyzing the reflection intensity as a function of output polari-
zation [14], or by interfering light reflected from the QD-cavity
system with light reflected from another piece of the sample
[15]. In this Letter, we present a homodyne detection tech-
nique that enables simultaneous measurement of both coher-
ence and induced phase shift. The technique is relatively
straightforward as it requires only one scanning laser and it
is mostly fiber-based. It provides complete coherence and phase
information as a function of scanning laser detuning.

The setup for the homodyne interference technique is sche-
matically displayed in Fig. 1(a). Light from a scanning laser is
first split into two paths with a fiber beam splitter (FBS). One
path (with intensity I 1 ∝ jE1j2) is transmitted through the
QD-cavity system, while the other path (I2 ∝ jE2j2) is used
as the local oscillator. The two signals are combined using a
FBS and the interference signal (I ∝ jE1 � E2j2) is recorded.
The sample under study is an oxide-apertured micropillar with
embedded InAs self-assembled QDs, a system that combines
QD charge and energy control, access to the intermediate
coupling regime, and polarization degenerate cavity modes
[16–21]. Access to the full polarization degree of freedom en-
ables us to use free-space polarizing optics (Pol1 and Pol2) to
set the input and output polarizations. These are either set to be
parallel, or the output is set at orthogonal crossed polarization;
we use a combination of a quarter-wave plate and a polarizer to
compensate for the small amount of birefringence present in
the sample. To match the local oscillator polarization (Pol3)
to the output polarization (Pol2), we use a coiled fiber polari-
zation controller. In our setup there is no need for active stabi-
lization and a single scan is recorded in typically a couple of
seconds.
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The signal after transmission through the sample is given by
E1�t� � E1 exp�iωt � i2π Δx

c Δf � iϕ�Δf ; t��, where ω is
the angular frequency, Δf is the laser frequency detuning,
Δx ≈ 10 m is the optical path length difference between the
two interferometer arms, c is the speed of light, ϕ�Δf ; t� is
the phase shift induced by the QD-cavity system, and E1 is
the transmission amplitude of the cavity. When this signal is
combined with the local oscillator E2�t� � E2eiωt, the result-
ing interference intensity I is given by

I � I1 � I2 � 2
ffiffiffiffiffiffiffiffiffi
I 1I2

p
cos

�
2π

Δx
c
Δf � ϕ�Δf ; t�

�
: (1)

When the transmitted light is coherent, i.e., ϕ�Δf ; t� �
ϕ�Δf � does not vary in time, I contains interference oscilla-
tions that are bounded by I� � I 1 � I2 � 2

ffiffiffiffiffiffiffiffiffi
I1I 2

p
. In the

case of incoherent light, which can be interpreted as a rapidly
varying phase ϕ�Δf ; t�, no interference is present and I �
I1 � I 2.

In Figs. 1(b) and 1(c) we show the case for an empty cavity,
where the transmitted light naturally remains fully coherent.
Also the polarization is not modified, and we set Pol2 parallel
to Pol1 and use a large intensity ∼10 μW that is recorded with
a fast photodiode instead of an avalanche photodiode. First, we
record the reference signal I 2 (green curve) and the transmitted
intensity I1 (not shown) separately; this enables us to predict
the DC signal I 1 � I 2 (blue curve) and the interference
envelope I� � I 1 � I 2 � 2

ffiffiffiffiffiffiffiffiffi
I1I 2

p
(two red curves). The gray

curve shows the measured interference signal I . By low-pass
filtering we obtain the DC signal IDC (black curve) that agrees

well with I 1 � I 2. The envelope of I agrees nicely with the
independently measured calculated envelopes (red curves),
which is especially clear in the zoom-in around the cavity res-
onance in Fig. 1(c). It is worth pointing out that, even though
I1∕I2 ≃ 0.3, the ratio of the maxima and minima of the inter-
ference fringes is much larger: I�∕I− ≃ 12. This demonstrates
the beauty of interference and the strength of the technique to
measure the coherence of the transmitted light.

We now investigate the coherence properties of light scat-
tered by a charge neutral QD. The lowest excited states of a
neutral QD are split in energy, due to electron–hole interaction
arising from QD anisotropy, and couple through orthogonally
linear polarized transitions with the ground state in a V-type
system, as is shown in the inset in Fig. 2(a). We prepare the
input polarization at 45° with respect to the polarizations of
both transitions such that scattered light, with a polarization of
0° or 90°, passes through the crossed polarizer set to −45°; while
the cavity background transmission, of which the polarization
is unchanged, is filtered out.

Figure 2(a) shows the light scattered by the two transitions
for various intensities. First I 1 and I2 are recorded separately
and I 1 � I 2 (blue lines) and the envelope I� and I − (two red
lines) are calculated. The interference signal I is shown in gray
and the low-pass filtered signal IDC is shown by the black line,
which follows the blue line. The interference signal I was
Fourier-filtered with a bandpass filter centered at the oscillation
frequency to remove some noise. Figure 2(b) shows a zoom-in
of the 500 pW scan around the low-frequency transition. A
clear oscillation signal is visible, with a coherent fraction, de-
fined as the ratio F � �Imax − Imin�∕�I� − I −�, where Imax and
Imin are the upper and lower bounds of the interference
envelope, of about 0.6. This indicates that the scattered light
is only partially coherent.

To investigate this further, we show in Fig. 2(c) the calcu-
lated coherent fraction as a function of the laser detuning for
various intensities. For a low power of 30 pW it can be seen that
the scattered light coherence is about 0.7, but this decreases for
increasing intensities. An additional structure of dips in the
curve of the coherent fraction becomes visible. This shows that
the coherence decreases more rapidly at the QD resonances
(marked by the blue vertical lines), compared to the detuned
case (the green vertical line marks the center between the two
transitions) due to the less efficient off-resonant driving. We
note that for increasing power the QD line shapes become dis-
torted and the fine splitting between transitions becomes
smaller, due to a dynamical charging effect as is explained
in [22].

To analyze this power-dependency, we plot in Figure 2(d)
the coherent fraction at the resonance and off the resonance of
a QD transition as a function of the laser power. The fraction
F of the scattered light that remains coherent follows the rela-
tionship [23]

F � γ∥∕γ⊥
1� �P∕Po�∕�1� Δ 02� ; (2)

where γ∥ and γ⊥ denote the population relaxation rate and
the homogeneous dephasing rate, respectively, P is the laser
power, P0 is the saturation power, and Δ 0 is the detuning with
respect to the QD linewidth. The scattered light is almost fully

Fig. 1. Demonstration of the homodyne interference technique.
(a) Schematic of the setup. Coherent light from a scanning laser is
split using a fiber beam splitter (FBS), transmitted through the
QD-cavity system, recombined with the local oscillator on a FBS
and recorded with a avalanche photodiode (APD). Pol, polarization
controlling optics. Pol3 is always set to match Pol2. (b) Signal for
an empty cavity as function of scanning laser frequency detuning.
Gray: interference signal I when combing the local oscillator and
the cavity signal. Black: DC component. Green: I 2 reference signal.
Blue: predicted DC signal from the sum I 1 � I2. Red: predicted
envelope of the interference signal for full interference (see text for
details). (c) Zoom-in around zero detuning.
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coherent if the used power is small and γ∥ ≈ γ⊥, i.e., the pure
dephasing is small. For increasing power the coherent fraction
decreases as the QD excited-state population builds up and
incoherent emission increases. For frequencies detuned from
the QD resonance the effective driving rate becomes smaller
and the effect gets reduced. We show theoretical curves for
γ∥∕γ⊥ � 0.65, P0 � 6 nW, and Δ 0 � 0 and Δ 0 � 1.5 for the
on-resonance and off-resonance cases, which match the data
well and demonstrate the nonlinear QD saturation dynamics.
The mean intracavity photon number hni is given by hni �
Pout∕κmℏω, where κm ≈ 11 ns−1 is the mirror loss rate, and
the maximum output intensity Pout � jtj2P is a function of
the maximum transmittivity jtj2 ≈ 0.09 and incident power
P. A saturation power of P0 � 6 nW corresponds to a mean
intracavity photon number hni ≈ 0.2, and sounds reasonable
compared to other work with efficient coupling to a single
emitter [8]. The direct observation that γ∥∕γ⊥ � 0.65 indi-
cates that the QD line shape is not only lifetime limited
and that additional pure dephasing, such as spectral fluctua-
tions or coupling to phonons, plays a role.

We now turn in Fig. 3 to a negatively charged QD that suf-
fers from decoherence. We use a linear input polarization such
that only the light scattered by the circularly polarized QD
transitions passes through the crossed output polarizer. In
Fig. 3(a) we show I1 � I 2 (blue line) and the predicted
envelope I� and I − (red lines). The interference signal I (gray
line) now hardly shows oscillations. The calculated coherent
fraction, shown by the blue curve in Fig. 3(b), is less than
5%. This implies that γ∥∕γ⊥ ≪ 1 and that the QD suffers from
fast decoherence. The green curve in Fig. 3(b) displays the
transmitted intensity I 1; showing the red detuned QD, and
part of the cavity line shape due to the dispersive effect of the
QD coupled to it.

The strong incoherent behavior was previously also
investigated through high-resolution spectral and polarization

resolved studies in [21]. Here among others a larger homo-
geneous dephasing rate γ⊥ and smaller cooperativity C were
observed for the charged QDs compared to the charge neutral
ones. The findings are attributed to a fast cotunneling process
of electrons across the very small (20 nm) tunnel barrier
that separates the QD from a n-doped contact region. Our
technique therefore serves as a powerful QD characterization
technique which will help to characterize future sample im-
provements, such as utilizing a thicker tunnel barrier.

Finally, we show that from the obtained data we can also
derive the quantum phase shift induced by a single QD tran-
sition coupled to a cavity, which forms a hallmark in cavity
quantum electrodynamics (QED) experiments [9,14,15,24].
This phase shift ϕ�Δf �, see Eq. (1), can easily be extracted
from the interference signal by analyzing the oscillation in a
rotating frame, which we realize in practice by multiplying

Fig. 2. Coherence of the scattered light by a QD as function of laser cavity detuning and injected power. (a) Scans for various laser powers. The
input polarization was set to 45° and transmission was recorded through a crossed polarizer such that only the two fine-split QD transitions, see inset
for a schematic, and not the cavity are visible. The five curves show: I (gray), IDC (black), I 1 � I2 (blue), I� and I − (red 2×). (b) Zoom-in of the
500 pW scan in (a). (c) Coherent fraction determined as the ratio F � �Imax − Imin�∕�I� − I−�. (d) Coherent fraction as function of laser power
determined on the resonance of a QD transition [blue vertical lines in (a),(c)] and off resonance (green vertical lines). Red lines are predicted curves
using Eq. (2).

Fig. 3. Incoherent scattered light from a singly charged QD (X1−)
that suffers from fast decoherence. A linear input and a crossed output
polarization is used such that only light scattered by the circularly po-
larized QD transitions is detected. (a) Shows the interference signal I
(gray), I 1 � I2 (blue), and I� and I − (red lines). (b) Cross-polarized
transmitted intensity I1 of the QD-cavity system (green) and the
determined coherence visibility (blue), showing that the scattered light
is nearly fully incoherent (F < 0.05).
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the signal with a complex exponent exp�i2π Δx
c Δf � and apply-

ing a DC filter. We switch back to a neutral QD and set the
input polarization to match one of the fine-split transitions and
now record the transmission with a parallel polarization. In
Fig. 4(a) we display the transmitted intensity I1, showing
the QD feature appearing as a dip in the otherwise
Lorentzian cavity line shape. Figure 4(b) shows the phase shift
induced by an empty cavity and by a coupled QD-cavity sys-
tem. The red and green curves are calculated based on a cavity
QED model with no additional fit parameters [21,26,27], and
agree nicely with the data.

In conclusion, we have presented a technique that enables
determination of the coherence and the phase of light that is
transmitted through a coupled QD-cavity system. The method
is simple as it is mostly fiber-based and requires only one scan-
ning laser and standard photodiode detectors. Good signal-to-
noise ratio is readily obtained by making the interferometer
path difference long using fiber optics; this leads to a high
fringe frequency, which relaxes stability requirements strongly.
Other methods require movable elements [13], Fabry–Perot
interferometers [11–13], single-photon detection [11,12], or
multibeam setups [28]. However, our technique relies on
polarization-degenerate cavities enabling cross-polarized detec-
tion to access exclusively the light scattered by the QD.
This technique is important for QD characterization and for
fundamental tests of cavity QED.
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Fig. 4. Phase shift induced by a QD-cavity system. (a) shows the
transmitted intensity I1 of a coupled QD-cavity system recorded at
P laser � 10 pW. (b) shows the phase shift for an empty cavity for
P laser � 10 μW (upper curve) and a coupled system for Plaser �
10 pW (lower curve). The lower curve is displaced for clarity. Red
lines in (a) and (b) are predicted curves for QD cooperativity C �
0.4 [21,25–27], QD dephasing rate γ⊥ � 4 ns−1, and cavity total loss
rate κ � 80 ns−1. Green curves in (a) and (b) are predicted lines for an
empty cavity.
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In an oxide apertured quantum dot (QD) micropillar cavity-QED system, we found strong QD
hysteresis effects and lineshape modifications even at very low intensities corresponding to < 10−3

intracavity photons. We attribute this to the excitation of charges by the intracavity field; charges
that get trapped at the oxide aperture, where they screen the internal electric field and blueshift the
QD transition. This in turn strongly modulates light absorption by cavity QED effects, eventually
leading to the observed hysteresis and lineshape modifications. The cavity also enables us to observe
the QD dynamics in real time, and all experimental data agrees well with a power-law charging
model. This effect can serve as a novel tuning mechanism for quantum dots.

Cavity quantum electrodynamics with quantum dots
(QDs) coupled to microcavities enables various applica-
tions such as single-photon switches [1–5], generation of
non-classical states of light [6–8] and hybrid quantum in-
formation schemes [9, 10]. However, QDs deviate from
an ideal atom-like systems as they strongly interact with
their environment, for example through nuclear spins
[11, 12] and via charge traps [13, 14]. These interactions
need to be understood and controlled in order to improve
the QD coherence properties. For this purpose cavities
are very useful to probe the QD environment, through
increased light-matter interaction.

In this Letter we investigate such a QD-cavity sys-
tem. For sufficiently low optical field intensity this sys-
tem can be described by the QED of an effective 2-level
system in a single-mode cavity. For increasing intensi-
ties we report on bistable and strong nonlinear behavior.
The sample under study consists of InAs self-assembled
QDs inside a PIN diode structure embedded in a mi-
cropillar. This system combines QD charge and Stark
shift control by applying a bias voltage with high-quality
polarization-degenerate cavity modes [15–19]. The mode
confinement in the transversal direction is achieved by
an oxide aperture formed through a wet oxidation step.
The observed bistability and nonlinear behavior in the
cavity QED system can be explained by attributing a sec-
ond role to the oxide aperture, namely that of a charge
memory. Charges in this memory, created by resonant
absorption, will cause a modification to the applied bias
voltage which in turn shifts the QD frequency, and mod-
ify the amount of absorption. In Figure 1 (a) the sample
structure, with charges trapped at the oxide aperture, is
schematically shown.

We consider one of the fine-split transitions of a charge
neutral QD coupled to a polarization degenerate cavity
mode in the intermediate coupling regime. Figure 1 (b)
shows reflection spectra, recorded at a sufficiently low
incident intensity Pin = 1 pW such that no nonlinear
effects occur. Upward and downward frequency scans

overlap perfectly and can be fitted by theory for a dipole
inside an optical cavity, which we will discuss later in de-
tail. However, when a higher intensity of 1 nW is used,
several strong deviations occur, see Fig. 1 (c). First of
all, a hysteresis feature appears when the QD is tuned
at or below the cavity resonance. Second, while at the
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FIG. 1. (a) Schematic of the sample structure with charges
trapped at the oxide aperture. Figure is not to scale and
only a couple DBR pairs are shown. Resonant reflection spec-
troscopy scans recorded using laser intensities of (b) 1pW and
(c) 1 nW for various applied bias voltages. Blue (green) curve:
upward (downward) frequency scan. Red lines in (b) are fits
using Eqn. 1 and reflectivity R = |1 − t|2. The QD coop-
erativity C and dephasing rate γ obtained from the fits are
named in the figures. The black arrows denote a second QD
in the same cavity. Scans were taken on ∼s timescale. (d)
presents simulations that predict the scans in (c).
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high frequency side of the cavity resonance the hysteresis
is much less, a line shape modification is still visible. Fi-
nally, in order to obtain the same QD detuning compared
to the low intensity scans, a lower bias voltage has to be
applied. After a thorough characterization of this effect,
we present a model that explains all features as is shown
in Fig. 1 (d).

A first hint on the underlying dynamics is provided by
investigating the power dependence in single-laser scans.
In Fig. 2 (a) we first keep the QD bias voltage con-
stant and show scans for increasing laser intensity. A
QD blueshift occurs, as is displayed in Fig. 2 (c). In a
second set of measurements in Fig. 2 (b), we keep the
QD-cavity detuning constant by changing the bias volt-
age as function of the laser intensity. A lower bias voltage
has to be applied for increasing laser intensity, shown in
Fig. 2 (d). Furthermore, the hysteresis width increases
with intensity, see Fig. 2 (e), up to nearly 6 GHz, but
then saturates and even decreases slightly when the in-
tensity is above the QD saturation intensity (∼ 2.5 nW).
All three observations in Figs. 2 (c-e) obey the same em-

pirical power-law ∝ P βin, with β = 0.35. Already at an
incident intensity Pin = 11 pW, corresponding to a max-
imum mean photon per cavity lifetime of 〈n〉 ∼ 4×10−4,
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FIG. 2. Characterization of the QD blueshift and nonlinear-
ity. (a) Resonant reflection spectra for a fixed bias voltage and
various intensities of the scanning laser. Blue (green): low to
high (high to low) frequency scan. (b) Scans where the QD-
cavity detuning is kept constant by varying the bias voltage
for various laser intensities. (c) Relative QD shift (estimated
from the vertical arrows in (a)), (d) applied bias voltage to
keep the QD-cavity detuning constant (vertical dashed line
in (b)), and (e) hysteresis width (horizontal arrow in (b)), all
as function of the laser intensity. Red lines in (c,d,e) show
empirical power-law fits. Vertical offsets have been added to
the scans in (a,b).

a QD blueshift and line shape modification is clearly vis-
ible. Here the mean intracavity photon number is found
from 〈n〉 = Pout/κmh̄ω, where κm ∼ 11 ns−1 is the mir-
ror loss rate, ω is the light angular frequency, and the
maximum output intensity Pout = |t|2Pin ∼ 1 pW (see
below).
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FIG. 3. Two-laser scans with resonant lasers. (a-c) Reflec-
tivity color maps as function of the weak (1 pW) probe laser
frequency and the second high intensity (1 nW) pump laser
frequency for various applied bias voltages. The blue line
shows the pump laser frequency compared to the probe laser.
The arrows indicate the QD position. (d) Relative QD fre-
quency shift as function of the pump laser-cavity detuning.
The arrows denote where the laser is resonant with the QD.
Gray dashed lines: Lorentzian function convoluted with the
power-law from Fig. 2 (c) that have been added as a reference.
Vertical offsets are added to the curves.

We now switch to a two-laser experiment (see Fig. 3)
in order to further investigate the phenomenon that the
QD blueshifts with increasing laser intensity. The QD
transition is probed with a low intensity (1 pW) probe
laser such that no line shape modification occurs. We
then add a second high intensity (1 nW) pump laser with
orthogonal polarization, such that it can be filtered out
with a crossed polarizer in the detection channel. The
pump laser is scanned in steps across the cavity reso-
nance; for each step the QD-cavity spectrum is measured
with the weak probe laser. Figure 3 (a-c) presents these
measurements for various bias voltages such that the av-
erage QD-cavity detuning is varied. For every bias volt-
age the QD-cavity and pump laser-cavity detunings are
determined, and the relative QD frequency as function
of the pump laser-cavity detuning is shown in Fig. 3
(d). The maximum QD blueshift (of about 8 GHz) oc-
curs when the pump laser is resonant with the cavity
mode, corresponding to the vertical dashed line. An in-
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creased blueshift also occurs when the pump laser is close
to the QD frequency, indicated by the arrows in Fig. 3
(d), at which point the intracavity field also increases
due to cavity QED effects. The gray dashed curves are
Lorentzian lines convoluted with the ∝ P 0.35

in power-law
from Fig. 2 (c) and correspond to the data nicely. In
conclusion, the data clearly shows that the QD resonance
blueshifts when the intracavity field increases, and this
effect is independent of the QD-laser or the QD-cavity
detuning.

We now introduce a model that explains the dynamic
line shape modifications. We start from the transmission
amplitude of a cavity with a coupled dipole [20, 21]:

t = ηout
1

1− i∆ + 2C
1−i∆′

, (1)

where ∆ = 2(ω − ωc)/κ is the relative detuning be-
tween the laser (ω) and cavity (ωc) angular frequencies,
C is the device cooperativity, ∆′ = (ω − ωQD)/γ is the
relative detuning between the laser and QD transition
(ωQD), ηout is the output coupling efficiency, κ is the
total intensity damping rate of the cavity and γ is the
QD dephasing rate. We obtain close to perfect mode-
matching, and therefore the total transmittivity through
the cavity is given by T = |t|2, and the total reflectiv-
ity is given by R = |1 − t|2. In Fig. 1 (a) we show that
the model fits the low intensity measurements very well.
The QD cooperativity and dephasing parameters C and
γ are noted in the subfigure windows, and a cavity damp-
ing rate κ ∼ 77 ns−1 and an output coupling efficiency
ηout = 2κm/κ ∼ 0.3 is found, corresponding to a cavity
Q-factor of Q ∼ 2.6× 104.

As a next step, we introduce a QD frequency fQD =
ωQD/2π that dynamically changes with the intracavity
intensity, which is proportional to |t|2:

fQD = f0 + α|t|2β , (2)

where f0 equals the QD frequency in the limit of vanish-
ing intracavity intensity. Based on the empirical values
determined in Fig. 2 (c), we use α = 1.5 × (Pin/η

2
out)

β

GHz, with Pin in pW, and β = 0.35. Due to cavity
QED effects, the intracavity field depends strongly on the
QD frequency such that the cavity can change from be-
ing largely transparent to being largely reflective through
only small changes in the QD frequency. This interplay
leads to the observed nonlinear behaviour.

Finally, we take into account that we are operating
the QD–cavity system close to the saturation intensity,
which slightly suppresses the QD features. We take this
into account by calculating the reflectivity R′ by taking
the weighted sum of the reflectivities of a coupled (R)
and uncoupled (R0) cavity: R′ = xR + (1 − x)R0, with
x = 0.8. This is a strong simplification of a more rigor-
ous approach based on the quantum master equation and

calculation of the intracavity photon number [4], but is
sufficient for our purpose. For QD cooperativity C and
dephasing rate γ we use the values obtained in the fits in
Fig. 1 (a). Figure 1 (c) shows that the predicted scans
match the actual measurements very well.

As the underlying physical mechanism we hypothesize
that charges are excited by the resonant laser and get
trapped at the oxide aperture. Reasonably high doping
concentrations were used, up to 6 × 1018 cm−3 for the
carbon p-doped layers and up to 5 × 1018 cm−3 for the
silicon n-doped layers, and it is well-known that absorp-
tion takes place in these doped layers [22], resulting in a
non-neglible photocurrent (see the Supplemental Mate-
rial section I [33]). The excited charges partly screen
the internal electric field responsible for the quantum
confined stark effect in the QD, leading to the observed
blueshift of the QD transitions.

Furthermore, the fact that even for a very low cavity
mean photon number of ∼ 0.001 (Pin = 11 pW) non-
linearities take place, indicates that the oxide aperture
must form an efficient charge memory compared to the
QD-cavity decay rate (77 ns−1). It is well known that
the interface between GaAs and aluminum oxide (AlOx),
produced by wet oxidation of AlAs, provides a very high
density of charge traps, in the form of amorphous oxide
and micro crystallites [23], and in the form of elemen-
tal interfacial As [24], leading to spatially non-uniform
Fermi level pinning [25]. The time-resolved charge decay
measurements presented below confirm that the charges
are relatively long-lived on a ∼ 10 ms timescale. Also, a
comparison with QDs observed outside of the oxide aper-
ture region show that laser induced blueshift is neglible in
these regions (see Supplemental Material section II [33]).
Furthermore, the charging hypothesis agrees with the
observed ∝ P 0.35 sublinear power-law, which would be
the consequence of Coulomb repulsion between trapped
charges, possibly in combination with increased filling of
trap states that have an increasing decay rate.

Our results agree with observations in Ref. [13], where
single–charge fluctuations are probed at a GaAs/AlAs
interface located about 50 nm away from the QDs, while
a gradual variation was observed for charge traps more
than 150 nm away. We did not observe any single–charge
influences as the distance between the QDs and the oxide
aperture is about 200 nm in our sample. In contrast to
our work, the GaAs/AlAs interface studied in Ref. [13] is
located in the intrinsic region, while the aperture in our
sample is located in the p-doped region, but a similar QD
blueshift for increasing laser intensity and constant bias
voltage was observed.

Finally, we performed a set of measurements to gain
insight in the temporal dynamics of the charge build-up
and decay. For this purpose we use a laser (λ = 852
nm) that is off-resonant with the cavity but is resonant
with the wetting layer. At a larger laser intensity, more
charges are excited compared to the resonant laser and
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FIG. 4. Two-laser scans with an off-resonant (λ = 852 nm)
laser. (a) shows the bias voltage where the QD transition is
resonant with the cavity mode, as function of the intensity
P852 of the off-resonant laser. The black dashed line indicates
the QD bias voltage when no off-resonant laser is applied.
(b) Example of resonant reflection scans using a weak (1 pW)
probe laser, recorded in the presence of an off-resonant laser.
Text in the figures denotes the applied bias voltage V , inten-
sity P852, and QD cooperativity C and dephasing rate γ of the
predicted red line. (c,d) Colormaps of the reflected intensity
of the probe laser fixed to the center of the cavity resonance
(light/dark: high/low signal, corresponding to an on(off) res-
onant QD), as function of the time and applied bias voltage,
for various off-resonant pump intensities. The off-resonant
laser is turned on (c) and off (d) at t = 0 ms. The red line in
(a) and the black-white dashed in (c,d) are reproduced using
the same parameters (see main text for explanation). Note
that the time axes of (c,d) are different.

larger QD shifts can be obtained. We now use the cou-
pled QD-cavity system as a very sensitive probe of the
internal electric field, a principle that was also used to
monitor a single charge trap in real-time [26].

Figure 4 (a) shows, for various off-resonant pump laser
intensities, the bias voltage that has to be applied to tune
the QD to the cavity resonance, determined by using a
weak (∼1 pW) resonant probe laser. Again, as in Fig. 2

(d), a clear sub-linear behavior ∝ P βin is visible. At an
even higher intensity of 100 µW, a bias voltage of 350 mV
had to be applied to tune the QD in to resonance, clearly
indicating that the charge buildup and QD blueshift is
not easily saturated. Strikingly, even for an excitation
power of 200 nW, the QD has the same cooperativity
C and dephasing rate γ as when no off-resonant laser is
present, see Fig. 4 (b). This indicates that, even though
many charges are excited, they are located relatively far
away and give rise to a more-or-less constant effective

electric field, thereby preserving the QD coherence.
In order to directly monitor the time dynamics of the

charge buildup and decay, we fix a weak probe laser that
will not excite any additional charges at the cavity res-
onance, and monitor the reflectivity as function of bias
voltage and time. Figure 4 (c) shows, for various off-
resonant pump laser intensities, reflectivity colormaps
of the probe laser when the off-resonant pump laser is
turned on at t = 0 ms. For t < 0 ms, the QD is resonant
with the cavity resonance at V = 713 mV (white dashed
lines), corresponding with a high probe laser reflectivity
at this voltage and a low reflectivity at different volt-
ages. The reflectivity at V = 713 mV abruptly decreases
as the pump laser is turned on, but is then restored at
lower bias voltages, demonstating direct probing of the
charge build-up. For increasing pump laser intensities,
the reflectivity is restored at a lower voltage, but also
the time for the charge build-up to reach an equilibrium
decreases.

The decay of the charges is monitored in Fig. 4 (d),
where the pump laser is turned off at t = 0 ms. For
t < 0 ms the QD reflectivity signal is now highest for a
low bias voltage when the charge reservoir is saturated.
After the pump is turned off and the charges disappear,
the reflectivity now gets restored at an increasing bias
voltage. The charge decay rate is initially fastest, when
many charges are still present and the QD is resonant
at a lower bias voltage, but then strongly decreases and
finally occurs on a ∼10 ms timescale, much slower than
the charge build-up rate.

We now introduce a simple power-law model to de-
scribe the charge build-up and decay dynamics. We
assume that the QD voltage shift ∆V is proportional
to the number of trapped charges Q, and increases as
a function of the pump laser intensity P , such that
∆V = −Q = −ΓP β . As a result, the charge decay and
buildup is described using: dQ

dt = P − (Q/Γ)1/β . The
red line in Fig. 4 (b) and the white-black dashed lines
Fig. 4 (c-d) are reproduced with Γ = 10 and the same
power-law scaling factor β = 0.35 as found earlier, and
describe the data nicely.

The effect we found enables a novel method to tune QD
transitions without the need for electrical contacts, or en-
able independent tuning of QDs sharing the same voltage
contacts. Furthermore it could serve as a low power all-
optical switch mediated by a charge memory. The cavity-
enhanced feedback mechanism with the charge environ-
ment could in principle also occur in other solid-state
microcavity structures, where doped layers are present
in which charges can be excited and where material de-
fects or interfaces could act as a charge trap. This inter-
action therefore also has to be taken into account when
studying dynamical nuclear spin polarization (DNP) ef-
fects in a cavity, which is of general interest to prolong the
QD coherence time and the potential to form a quantum
memory. DNP gives rise to QD line shape modifications,
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hysteresis and bistabilitity behavior [11, 27–32]; phenom-
ena that could also give rise to cavity-enhanced feedback
mechanisms.

In conclusion, we have studied a neutral QD transi-
tion coupled to a microcavity and observed strong cavity-
enhanced feedback with the charge environment. Hys-
teresis and modifications of the QD line shape are demon-
strated at intensities of way less than 1 photon per cavity
lifetime, which we explain and model by a QD frequency
blueshift attributed to charges trapped at the oxide aper-
ture as a function of the intracavity field. In general,
these results demonstrate the potential of studying and
controlling the QD environment using a cavity QED sys-
tem.

This work was supported by NSF under Grant
No. 0960331 and 0901886 and FOM-NWO Grant No.
08QIP6-2.

APPENDIX

In this Supplemental Material we will first present pho-
tocurrent measurements. To confirm that a λ ∼ 940 nm
resonant laser excites charges in the cavity region, we
compare the photocurrent with when a λ = 852 nm off-
resonant laser is used. Then we compare photolumines-
cence data with and without the presence of an aperture,
to demonstrate that the oxide aperture plays an impor-
tant role in trapping the charges,. These observations
support our claim that the mechanism behind the ob-
served nonlinear effects in the resonant QD scans, is the
excitation of charges that are trapped by the oxide aper-
ture.

I. Photocurrent measurements

Current as function of bias voltage was measured with-
out (dark) and with the presence of a λ = 852 nm or a
λ ∼ 940 nm laser, see Fig. 5 (a). The λ ∼ 940 nm
laser frequency was locked at the cavity resonance, such
that the absorption is increased due to the high finesse
(∼ 2 × 103) of the cavity, as is the case during the reso-
nant scans in the main text. When no additional pump
laser is applied, a current flows through the device in
the same direction as that the forward bias voltage is
applied, giving rise to an IV-curve that is typical for a
PIN diode device. In the presence of an additional pump
laser charges are now optically excited and flow in the
opposite direction due to the internal field being present,
giving rise to an additional negative photocurrent. In
Fig. 5 (b) we compare the absolute value of the pho-
tocurrent produced by the λ ∼ 940 nm and λ = 852 nm
laser, normalized by the pump laser intensity. For both
lasers a strong bias voltage dependency is visible and the
collected photocurrent is smaller at a larger bias voltage,

which is closer to the flatband regime. This indicates
that either the absorption, or the collection efficiency of
the excited charges, is voltage dependent. The 940 nm
laser gives rise to a photocurrent of about 0.5 mA/W
at a bias voltage of 700 mV where charge neutral QDs
are typically operated, which at an intensity of 1 nW
corresponds to about 3 × 106 charges being excited and
collected per second.
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FIG. 5. (a) The current through the sample as function of
the applied bias voltage without (dark) and with the pres-
ence of a 852 nm or ∼ 940 nm laser. The 940 nm laser was
locked at the microcavity resonance. The used intensity is
mentioned between brackets.(b) Difference between the cur-
rent when no laser and when an 852 nm or 940 nm laser is
present, normalized by the input laser intensity.

II. Photoluminescence measurements

Next, we compare the photoluminescence collected
from the oxide-aperture microcavity and from a region
with an unbalanced cavity. In the unbalanced cavity
region the top DBR has been nearly completely etched
away, in order to enhance the collection efficiency, and no
oxide aperture has been applied. Figure 6 (a,c) present
colormaps of the PL spectra as a function of applied bias
voltage and collected wavelength, using a λ = 852 nm
pump laser of various intensities. Figure 6 (b) shows
the PL intensity as function of voltage at the cavity
resonance. Single QD lines (marked by the arrows)
are hardly distinguishable from the background cavity
emission, which originates from broadband wetting layer
emission. For increasing pump laser intensity, it is clearly
visible that the QD lines appear at a lower bias voltage.
For the QDs in the region without an oxide aperture,
the shift in voltage is however much smaller. The QDs
in Fig. 6 (c) are now better visible, even though at high
pump laser intensities for increasing voltage again broad-
band emission ’washes out’ clear QD signatures. Figure
6 (d) presents the mean PL counts for various pump in-
tensities. A shoulder is visible, which corresponds with
the voltage range where the QDs are on average charge
neutral. The shoulder does shift to a lower voltage range,
but the shift (in total ∼ 50 mV for 1100 µW) is much
smaller compared to the total ∼ 700 mV (for 1500 µW)
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voltage shift of the QDs in the microcavity. Even though
it is likely that roughly the same amount of charges are
excited by the λ = 852 nm laser in the microcavity region
compared to elsewhere in the sample, these results indi-
cate that the oxide aperture provides a charge memory,
causing a much larger effective charge buildup resulting
in a larger voltage shift of the QDs.
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FIG. 6. Photoluminescence (PL) colormaps as function of the
applied bias voltage and collection wavelength recorded at (a)
the microcavity, and (c) from an unbalanced planar cavity.
The intensity of the (λ = 852 nm) pump laser is indicated in
the top left corner of the figures. (b) PL intensity as function
of bias voltage at the cavity resonance, for various pump laser
intensities. The vertical arrows in (a, b) denotes the same QD
peak. (d) average PL intensity as function of voltage collected
from the unbalanced planar cavity. The white dashed vertical
line serves as a reference. An offset has been added between
the curves in (b, d).
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